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Criterion 3- Research, Innovations and Extension 

3.3- Research Publications and Awards 

 

3.3.1 - Number of research papers published per teacher in the Journals as notified on 

UGC CARE list during the last five years 

 

AY: 2022-23 

 

Sr. No. Documents Count Page No. 

Number of Research Papers published in the Journals 

1. Electronics and Telecommunication Engineering 12 2 

2. Mechanical Engineering 9 16 

3. Computer Engineering 9 27 

4. Information Technology 12 37 

5. Applied Science and General Engineering 8 48 

 Total 50  

 
 

AY: 2021-22 

 

Sr. No. Documents Count Page No. 

Number of Research Papers published in the Journals 

1. Electronics and Telecommunication Engineering 6 58 

2. Mechanical Engineering 1 64 

3. Computer Engineering 6 66 

4. Information Technology 5 73 

5. Applied Science and General Engineering 2 78 

 Total 20  

 

 

 

  

 



ii  

AY: 2020-21 
 

 
Sr. No. Documents Count Page No. 

Number of Research Papers published in the Journals 

1. Electronics and Telecommunication Engineering 16 81 

2. Mechanical Engineering 8 97 

3. Computer Engineering 17 112 

4. Information Technology 1 129 

5. Applied Science and General Engineering 2 130 

 Total 44  

 

 

AY: 2019-20 

 

Sr. No. Documents Count Page No. 

Number of Research Papers published in the Journals 

1. Electronics and Telecommunication Engineering 23 on page 
133 

2. Mechanical Engineering 3 149 

3. Computer Engineering 7 153 

4. Information Technology 4 161 

5. Applied Science and General Engineering 7 165 

 Total 44  

 
 

AY: 2018-19 

 

Sr. No. Documents Count Page No. 

Number of Research Papers published in the Journals 

1. Electronics and Telecommunication Engineering 9 173 

2. Mechanical Engineering 1 183 

3. Computer Engineering 2 184 

4. Information Technology 1 186 

5. Applied Science and General Engineering 3 188 

 Total 16  



iii  

3.3.1.1. Number of research papers in the Journals notified on UGC CARE list year wise 

during the last five years 

 

Year 2022-23 2021-22 2020-21 2019-20 2018-19 

Number 50 20 44 44 16 

Total 174 

 
 

Formula: 
 

Total number of research papers in the Journals 
  notified on UGC CARE  

Number of full time teachers 
during the last five years (without repeat count) 

 

= 174 / 100 

 

= 1.74 
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1. Department of Electronics &Telecommunication (A.Y. 2022-23)  
Journal of Positive School Psychology http://journalppw.com 

2022, Vol. 6, No. 7, 5586-5597 

Study And Analysis Of Online And Hybrid Mode Learning Of An 

Engineering Course Conducted During COVID-19 Pandemic 
Dr. Gajanan Ranagarao Patil 

 
Professor & Head, Army Institute of Technology Pune. 

patilgr67@yahoo.co.in 

Abstract A completely new situation emerged during COVID-19 pandemic for the engineering institutes 

in India. Various ad hoc strategies were used as per the understanding, suitability, and availability of resources 

for conduct courses in online mode. There was no prior experience of the same. Along with online mode of 

learning, hybrid mode was also adopted when institutes started reopening. It will be useful if these experi- 

ences are 

feedback and perception about 

these experiences. A framework for teaching and learning in hybrid mode is suggested for conduct of the 

courses based on the analysis. 

 
Keywords COVID-19, online learning, face-to-face learning, hybrid mode. 

 

1 Introduction 

 
The higher education sector especially the tech- 

nical education in India has become very compet- 

itive due to mushrooming of institutes. COVID-19 

pandemic added more challenges for these insti- 

tutes and forced them to go online in March 2020. 

It was a totally a new situation for all the stake- 

holders of this sector involving students, faculty, 

support staff, management, society, service pro- 

viders, government, policy makers, employers etc. 

Especially for teachers & students it seemed to be 

difficult to adapt to in initial period. In the past two 

years it was either complete or partial lockdowns 

in India. During this period the higher education 

institutes in India adapted to online mode of teach- 

ing. When the situation started easing out after 

vaccination in July 2021, the institutes started 

face-to-face teaching learning along with online 

mode which will be termed as hybrid mode in this 

paper. 

The experiences of both teachers & students 

will be useful to plan for future activities and im- 

prove the learning experiences of students. The hy- 

brid mode of teaching-learning need to be studied 

from the various perspectives. It is necessary be- 

cause the current situation may continue for some 

time where all the students may not be able to re- 

port for face-to-face learning for some time. In ad- 

dition, the advantages both online and face-to-face 

mode can be exploited to create more opportuni- 

ties for students. This experience will also be use- 

ful to offer quality education at affordable cost. 

There are different learning modes or models 

which need to be discussed here and the terminol- 

ogies related to that need to be cleared. It is be- 

cause, these terminologies are defined in literature 

in different ways and context 

Face-to-face learning: It is traditional way of 

learning where both student and instructor will be 

physically present all the time during the conduct 

of the course. 

Distance Learning: In this mode the students 

and teachers are at remote locations. The students 

are provided learning material (text, audio, video 

etc.) which they use for self-study. Some doubt 

clearing sessions are organized for the students. 

Online mode: In this mode the student and 

teacher are at remote locations. If the student 

learns by attending live lectures, it is called syn- 

chronously online learning and if the student 

http://journalppw.com/
mailto:patilgr67@yahoo.co.in
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A novel approach for grounding resistance estimation 

 
Meghna Bhosale1,4, Parashuram B. Karandikar2, Vispi Karkaria3, Neelima R. Kulkarni4 

1Engineering Sciences Department,  Pune, India 
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Keywords: 

Artificial neural network 

Backfill material 

Charcoal 

Earth electrode 

Grounding 

Response surface method 

Grounding is crucial to achieving equipment and personnel protection. This 

paper presents input-output pair-based modeling using the response surface 

method and artificial neural network to predict earth resistance for novel 

factors associated with grounding. The effect of various types of cone- shaped 

earth electrodes, charcoal size, and industrial waste metal fibers on earth 

resistance is investigated for the first time. The experimental trials are carried 

out in a scaled down manner. Artificial neural network and response surface 

method are used as investigatory tool for parametric variation. Artificial 

neural network model predicts earth resistance with more accuracy as 

compared to response surface method. These methods are found to be very 

effective in prediction of earth resistance of grounding system which is 

complex in nature. 

This is an open access article under the CC BY-SA license. 

 

 
  

Corresponding Author: 

Parashuram B. Karandikar 

Electronics and Telecommunications Department, Army Institute of Technology 

Pune, India 

Email: pbkarandikar@gmail.com 

 

2. INTRODUCTION 

Grounding is used to keep people and instruments safe. Low earth resistance is required for good  

grounding. The grounding electrode and the soil conditions around it are critical. Natural and man-made 

changes have had an impact on the factors influencing grounding resistance. Seasonal patterns are shifting, 

and their impact on grounding is palpable. The population is growing, and so is the rate of concretization.  

Because of changes in soil, grounding methodology has changed dramatically. Automation necessitates a 

lower grounding resistance. As a result of these developments, the grounding approach, and many components 

of grounding, from construction to commissioning, must be reexamined. Different strategies for  achieving 

lower earth resistance are the subject of a research. The primary function  of grounding is to provide path of 

low electrical resistance. Ground electrode and soil conditions around ground electrode are the major 

contributors to lower grounding resistance which have been extensively studied [1]. 

Various subfactors of these to reduce grounding resistance have been tried by many researchers. 

grounding resistance [2] [7]. Contact between soil and electrode structure aids in lowering grounding 

resistance. Since a long time, various methods have been used to alter soil resistivity [8] [11]. As soil  

improvers, a variety of materials have been introduced. These materials are classified into two types: organic 

and inorganic. An organic enhancement material is typically made of natural materials, whereas a chemical 

product is made of inorganic materials. Natural materials have seen an increase in demand in recent past. This 

is due to the abundance of raw materials which are inexpensive. In the early 1980s, Jones [12] proposed 

bentonite rods as a soil improver. In his experiment, Bentonite rods were field tested against driven rods at 

 

Journal homepage: http://ijeecs.iaescore.com 
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International Journal of 

INTELLIGENT SYSTEMS AND APPLICATIONS IN 

ENGINEERING 
ISSN:2147-6799 www.ijisae.org Original Research Paper 

A Novel Digital Mark CP-ABE Access Control Scheme for Public 

Secure Efficient Cloud Storage Technique 

Arvind Kumar Pandey 1, Dr.D.Arivazhagan 2, Sagar Rane 3, Sita M Yadav 4, Khan Vajid Nabilal 5, 

Dr.Ashish Oberoi 6 

 
Submitted: 03/11/2022         Revised: 13/01/2023 Accepted: 02/02/2023 

Abstract: Daily data outsourcing by cloud users has led to enormous amounts of data being stored in cloud servers. The cloud service 

provider (CSP) may choose to change the data, which causes a problem with data integrity. The information saved on a cloud server is 

illegally accessed by unauthorised users. This study suggests a novel approach to cloud storage for big data access control utilising CP- 

ABE Access Control Scheme, in which the proxy server updates ciphertext as well as secret key upon revocation instead of the data owner 

and user. Using an algorithm and a key, encryption transforms readable text into unintelligible form. According to the simulation results, 

the proposed technique performs better in terms of accuracy, precision, F-Score, AUC, and recall when compared to state-of-the- art 

method. The proposed method achieved 98% accuracy, 85% precision, 74% recall, a 63% F-1 score, and an AUC of 70%. 

 
Keywords: Cloud server, Cloud service provider, cloud storage scheme, proxy server, Encryption. 

 
1. Introduction 

The next-generation of distributed/utility computing has 

been described as cloud computing. It is described as a 

model for providing simple, on-demand network access to 

a shared, configurable pool of computing resources that can 

be swiftly provisioned as well as released with little 

management work or service provider involvement [1]. 

According to National Institute of Standards and 

Technology (NIST), there are five key criteria, 3 service 

methods and four deployment types that characterise CC 

[2]. Private, public, community, and hybrid cloud 

deployment types are available. These days, the cloud 

computing paradigm may provide any type of service 

imaginable, including online services, social networking, 

telephony, and computational resources for high 

performance computing applications. Users may also find 

cloud storage in data centres beneficial for remotely storing 

and accessing their data from any location at any time with 

no additional hassle. Security is the main issue with cloud 

data storage. The cloud device's constant data transmission 

and reception make it susceptible to a number of attacks. As 

a result, cloud servers and resources face a greater threat. 

IDS is integrated into cloud networks to monitor traffic and 

find malicious activity [3]. 

 

2. Related Works 

Although there has been a lot of research on deep learning, 

the authors credit the following papers as having had a big 

influence on this particular study. After land, sea, and air, 

   the cyberspace is regarded as a realm worth exploring and 
1 Assistant Professor, Department of Computer Science, Arka Jain 
University, Jamshedpur, Jharkhand India. 

arvind.p@arkajainuniversity.ac.in 

0000-0001-5294-0190 
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Training, Deemed to be University, India. 
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sagarrane@aitpune.edu.in 
0000-0003-0827-3233 
4 Assistant Professor, Computer Engineering, Army Institute of 
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researching [4]. The intermittent rise in cybercrimes and 

cybercriminals is primarily to blame for this [5]. The 

development of technology and the Internet has caused an 

increase in cybercrimes. The most often reported crime, 

according to Ref. [6], cybercrime is expected to cost $6 

trillion in damages globally. According to information 

security timelines and statistics, cybercrime accounts for 

81.7% of attack reasons. Microsoft has also discovered that 

an attacker may stay on a network unnoticed for an average 

of 146 days [7]. This demonstrates that network domains, 

which make up a significant portion of the cyberspace, are 

where cybercrime attacks are most common. Additionally, 

cybercrime can take many various forms, and an adversary 

may employ a variety of methods. Work [8] has categorised 

cybercrime using the following methods: credit card fraud, 

phishing, bots, DDoS, virus 
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1. Introduction: 

Everything in our world is changing quickly. India's insurance sector is no exception, and to 

satisfy modern digital demands, insurers are increasingly offering online insurance to policy 

purchasers (Hamisah Haji Hasan & Prof. Samsudin A. Rahim, 2008). Customers have found 

things to be much simpler now that internet insurance policies are available (Lwin & Nu, 2018). 

With only a few clicks on their smart device, they can browse and purchase insurance coverage 

online (Raval & Bhatt, (2021).)There is no denying that purchasing insurance online offers many 

advantages to policyholders. Utilizing the power of the Internet, purchasing insurance online is a 

cutting-edge and current method (Dasgupta & Sengupta, 2002). It serves as an alternative to 

buying insurance in the conventional offline manner. You may acquire or renew a policy as an 

online policyholder without going to the insurance provider's local branch office (Hasyim & 

Helmi, 2017). 

Additionally, you may obtain coverage on your behalf without contacting your neighborhood 

insurance agent. From the convenience of your own home, you can easily find the best insurance 

policies online and buy them. People from many walks choose online insurance coverage 

(Warrick & Stinson, 2009). They will find it simple to comprehend the many components of 

internet insurance coverage before making a purchase. They can make wise decisions thanks to 

their knowledge and understanding of these regulations (Fletcher & 
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Movie Recommendation Using Clustering and 
Nearest Neighbour 

Rupali Bagate1, Aparna Joshi2, Shilpa Pawar3, Yogita Hambir4 and Sharayu Lokhande5 
1,2 Department of Information Technology, Army Institute of Technology, Dighi Hills, Pune, India 
3 Department of Electronics and Telecommunication, Army Institute of Technology, Dighi Hills, Pune, 

India 
4,5 Department of Computer Engineering, Army Institute of Technology, Dighi Hills, Pune, India 

 
 

Due to the abundance of items available and online information, a user cannot easily choose which product is 
ideal for him. A recommender system assists users in finding what is best for them.  A recommender system uses 
information about a user’s activity. It uses it to suggest movies to users based on their individual interests. This 
paper provides an overview of a recommender system that uses the K-means and KNN algorithm. Without 
wasting time exploring, both algorithms rapidly and effectively recommend movies to customers based on their 
likes. There are many uses for recommender systems worldwide. K-means algorithm is used to get beyond some 
of the restrictions of content-based and collaborative work. The K-means algorithm creates clusters of individuals 
with similar interests, and KNN, which includes nearest neighbors, recommends movies to each group. This is used 
in well-known fields like books, news, music, videos, and movies, among others. These search engines allow users 
to find movies of their choice. K-mean, KNN, and hybrid algorithms have been covered in this study. K-means 
algorithm results based on metrics like ”average Genre Rating” and ”User Movie Rating”. The RMSE feature 
has been used to KNN algorithm. A hybrid algorithm combines the two algorithms mentioned above. K-means is 
given an input, and the output of this method serves as the input for the KNN algorithm, which is more accurate 
than both K-means and KNN 

 
Keywords: Hybrid recommendation, knn, kmeans, collaborative filtering. 

 

 
 

1. INTRODUCTION 

In today’s world, internet has provided users with too much of choices of their interest. It is im- 
portant to match the users with the most appropriate choice of their interest and help in making 
decisions.  Recommender engines provides user  with information  of their personal interest from 
a huge pool of data. It provides personalized recommendations according to users taste to user and 
enhancing user satisfaction. It has broadened its area from E-commerce to network security by 
providing personalized services to its consumers. Recommender system generates recommen- 
dations to users.   The users may accept or may not accept their commendations according to their 
choice. It provides users with personalized recommendations by information filtering. Some 
examples of recommender systems are books in amazon.com, movies in MovieLens, music by 
last.Fm which provides items to the user’s with their interest of area. Movie recommender sys- tem 
recommends movies to user according to the information provided by the user of his personal taste. 
There were many recommender systems which were used in the past such as content-based, 
collaborative filtering and hybrid approach.  In content based filtering makes recommendations for 
users based on factors for movies including genre, director, description, actors, etc. The idea behind 
this kind of suggestion system is that if a user enjoyed a certain film or television pro- gramme, he 
or she could enjoy a film or programme similar to it. In collaborative filtering pairs individuals with 
similar interests and makes suggestions based on what they like. For ex. Sam and Robin are two 
users; Sam enjoys movies A, B, C, and D, whereas Robin prefers films C and 
D. Movies A and B would be suggested to Robin since Sam and Robin both enjoy C and D. 
Metadata is not used in collaborative filtering to generate suggestions. 
There are some limitations of recommender system such as Manually selecting k is one of the 
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Abstract 

Software development methodologies are used for developing the simple to complex project. It gives 

the idea of how systematically projects are developed. It plays important role in software development 

in academics to industries. It helps to reduce the chances of project failure. The major development 

technics like waterfall, spiral and agile methodologies, their processes and comparisons shows that, 

how efficient development occur. The article used to present the study of these three software 

development methodologies. The main contribution to this work in study and comparing the 

methodologies. This study helps the software development in academics and industries to understand 

and comparison to choose the method according to the application. 

Index Terms   Waterfall, Spiral, Agile and Scrum. 
 

I.  INTRODUCTION 

The software development methodologies play 

a very important role in developing the project. 

Any small to complex software development 

require systematic flow from requirement to 

maintenance. It helps the group to develop the 

project in collaboration. There are many 

development methodologies, every method 

having pros and cons. some are traditional 

development and rest are evolutionary type. 

Every development technique is useful, but 

choosing the best technique is important 

considering the application. The selection is 

very important in terms of systematic 

development. If the application is very small 

and to be developed in weeks then the proper 

methodology is required, otherwise it will make 

a negative impact on development process, time 

and deadline skip. The unplanned or without the 

use of standard methodologies will make major 

chances of project failure. It can be observed in 

terms of satisfaction of customers. The chances 

that, customer may argue at the time of delivery 

of project about the quality and scope deviation. 

To avoid this, choosing of right methodologies 

will increase the chances of customer 

satisfaction. 
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ABSTRACT 

The Organic Rankine Cycle (ORC) systems are well known as the advanced available method to develop mechanical or electrical 

energy.Continuous developments are undergone to develop new methods to improve the efficiency.In these systems, the organic 

fluids with medium temperatures are usually used to generate power.Large amount of exhaust gases and waste heat are generated 

in industries which are usually discharged into the environment.This heat is recovered and taken as input by the ORC system and 

used effectively in various processes.Earlier, only the low and medium temperature fluids were only used but now even high 

temperature working fluids are used for this purpose.This paper represents the technological and economic advances in the ORC 

technology to reuse the unwanted energy produced from various places and convert it into useful electrical or mechanical energy 

which can be used further. 

Keywords:Thermal energy, Organic fluid,ORC cycle, Waste heat recovery, Energy storage, Economical advancement 

 

1. INTRODUCTION 

Organic Rankine system (ORC) was discovered on 1950s which was used to convert the low temperature energy into power.The 

working of the system depends on the fluid used as well as process undergone.The heat is recovered from the organic systems like 

biomass combustion, solar ponds and so on [1]. One of the significantimplementationsof ORC is the recovery of heat from exhaust 

of automobile engines which is one of the major causes for air pollution [2]. ORC have high range of promising heat recovery with 

huge potential market.They are preferable for low or medium heat sources which is reliable, and it can be easily accessible than 

steam Rankine cycles (SRCs) [3].Thisdevelopment emerged from SRC technology with both having same principle[4, 5].In case of 

SRCs the fluids used are mainly coal, oil combustion etc but in case of ORC it is usually organic fluids.Apart from this the former 

SRCs are used mainly in large power plants because the power generated will be high.While in case of later one the high temperature 

leads to the decomposition of organic fluids used[6-8]. 

Now-a-days the implementation of public power generation system based on sustainable methods becomes a necessary project to 

safeguard our environment.In this sense,the ORC plays an important role in generating electricity from renewable energy sources 

[9, 10]. In recent years, the use of this technology has spread worldwide with an average power generation of about 0.2 to 2.0 

MW.The main aim is to generate economical,safer,non-toxic,inflammable,eco-friendly process. 

 

2. ORGANIC RANKINE CYCLE (ORC): Working Principle 

This is closed loop in which the working-fluid continuously flows inside loop to convert the waste heat generated to useful power[11, 

12]. The selection of evaporation process is the initial stage;the waste heat generated is captured by the system which is used to 

increase the temperature of fluid passing through the device.Then the process of evaporation occurs, and this vapour is allowed to 

pass via the expander in which the mechanical or electrical power is produced.After that it is condensed into liquid form with the 

help of condenser.Finally, a pump compresses the fluid back into the system and energy is used as power.Thisis the operating 

principle of ORCs[13,14]. The working principle is same as SRC, but the fluid is organic in nature with low boiling point instead 

of liquid water [15]. 

 

3. WORKING FLUID REQUIREMENTS 

This is mainly based on the temperature that needs to be used in the system.Apart the fluid selected should not cause much harm 

to the environment that is it should never contribute to ozone layer depletion and other natural calamities.Along with this the 
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Abstract 

Detecting the presence of text in street scene images is a very crucial task for many applications and its complexity may vary 

from script to script due to the unique characteristics of each script. A technique to detect and localize text written in 

Devanagari script from scene images is presented in this paper. Initially, candidate regions are localized using low-level 

features like edge and colour. Due to the complex nature of scene images, these regions may contain irrelevant informa- tion. 

Stroke Width Transform (SWT) and geometric features are then extracted from these localized regions for correctly 

identifying the text regions. An efficient technique is proposed in this paper for the extraction of stroke width from dark text 

(foreground) on a light background as well as from light text (foreground) on dark background. Methods based on heuristic 

rules are inefficient for text and non-text identification due to the nonlinearity of extracted features. It has been observed that 

Support Vector Machines are the most popular and efficient classifiers for text/non-text classification. Also, an attempt is 

made here to explore other computationally less expensive classifiers like Bayesian due to its simplicity and Decision Tree 

due to its pure class partitioning power. Hence SVM, Bayesian and Decision Tree classifiers are used for the classification 

of text and non-text regions and the results are compared. An image dataset containing 1250 scene images has been created 

for experimentation. It is clear from the experimental results that the technique proposed in this paper outperforms some of 

the existing techniques in terms of accuracy. 

Keywords Natural scene images · Devanagari script · Text detection · Text extraction · Colour-based segmentation · SVM 

Introduction 

Image-based applications are gaining popularity due to the 

high availability of low priced, high-performance smart- 

phones and other handheld imaging devices. The text infor- 

mation present in natural scene images will be of great use 

in such image/vision-based applications. A smartphone/ 

imaging device-based application capable of detecting, 

localizing, extracting, recognizing and translating the text 

information (written in a local script) present in a scene 

image into a target language (script) will be very useful 

 
for foreign travellers and tourists in reading or interpreting 

the text information regarding route, directions, names of 

shops, instructions etc. Such a system shall also be used in 

automatic navigation systems, understanding environment 

for blind persons, content-based image search, object rec- 

ognition, automatic indexing and scene understanding etc. 

Text detection and recognition are the main steps in such 

text-based applications. 

Once the text is detected, the same must be located by 

drawing bounding boxes around the text as shown in Fig. 1. 

Thus, text localization gives an answer to the loca- tion of 

the text present in a scene image. The background 

   information must be removed from the text regions or 
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bounding boxes for better recognition. In text extraction, the 

foreground text is separated from its background. As the 

cameras attached to smartphones are of low resolu- tion, 

enhancement of the text is also needed as the text region is 

of low resolution and is prone to noise. Also skew and 

slant corrections can be done at this stage to improve the 

recognition accuracy. Each word or text-line 
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Abstract: 

AI-based techniques, such as machine learning, have already been established in the industry 

to achieve sustainable manufacturing as a result of intensive research efforts in the field. Thus, the 

purpose of this study was to conduct a systematic review of the scientific literature on artificial 

intelligence and machine learning (ML) in industry. Although artificial intelligence and 

 

ISSN : 0022-3301 | November 2021 

mailto:clementking1975@gmail.com
mailto:gmathigoutham@gmail.com
mailto:gmathigoutham@gmail.com
mailto:hulekuldeep@gmail.com
mailto:hulekuldeep@gmail.com
mailto:mblonare@gmail.com
mailto:mblonare@gmail.com
mailto:harikumar@miu.edu.in


 

313 

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 07, No. 03, September 2021. 

 

COMPARATIVE STUDY OF MACHINE LEARNING AND 

DEEP LEARNING ALGORITHM FOR FACE 

RECOGNITION 

Nikita Singhal1, Vaishali Ganganwar2, Menka Yadav3, Asha Chauhan4, Mahender 

Jakhar5 and Kareena Sharma6 

(Received: 28-Jun.-2021, Revised: 17-Aug.-2021, Accepted: 19-Aug.-2021) 

 

ABSTRACT 

In the present world, biometric systems are used to analyze and verify a person's distinctive bodily or behavioral 

features for authentication or recognition. Till now, there are numerous authentication systems that use iris, 

fingerprint and face feature for identification and verification, where the face recognition-based systems are most 

widely preferred, as they do not require user help every time, are more automated and are easy to function. This 

review paper provides a comparative study between various face recognition techniques and their hybrid 

combinations. The most commonly used datasets in this domain are also analyzed and reviewed. We have also 

highlighted the future scope and challenges in this domain, as well as various Deep Learning (DL)-based 

algorithms for facial recognition. 

 

KEYWORDS 

Face recognition, Local binary pattern, Convolutional neural networks, Principal component analysis, Histogram 

of oriented gradient. 

 

1. INTRODUCTION 

With the evolution of humans in every field of technology, there is a need to control who can access the 

place, machinery or information; so, we require an authentication system. There are many human 

authentication systems, such as signature, password, pin and biometric systems that have been 

developed. Face authentication systems have become popular as they doesn’t disturb the privacy of the 

individual and there is no requirement to get in physical contact with the system, which helps in 

controlling the spread of diseases like viruses. Face authentication is defined as giving access to the 

authorized person; i.e., face identification problem. It is a two-step process; firstly face detection, which 

is the detection of the human face in the frame of the image or video and highlighting it by making a 

square around the face discarding the surrounding and secondly Face Recognition (FR), which means 

the face detected in the above step has to be verified with those present in the database and if there exists 

a match, then the person is authorized by the system; if not, then the owner can take the necessary 

measures. There are many factors the affect the FR algorithm, including physical factors (e.g. 

illumination, occlusion) as well as facial features (e.g. twins, relatives, pose and aging factor). The 

methods addressing all these issues have been surveyed in [1] by Mortezaie et al. To achieve the best 

results for FR, we also require expertise in the subject of psychology, so that we can study the feature 

characteristics of the face. Lots of work has been done on the FR from the standard algorithms, like 

Principal Component Analysis (PCA), Local Binary Pattern (LBP) to the latest DL methods, like 

Convolutional Neural Networks (CNNs). 

The organization of the paper is as follows. In Section 2, we provide the main steps involved in the 

process of FR. In Section 3, we summarize the various FR algorithms based on ML and DL. In Section 

4, we provide open challenges and directions for future scope and in section 5, we conclude the work. 
 

2. STEPS INVOLVED IN THE PROCESS OF FR 

FR can be considered as a way of authentication and verification. In this sence, a new unknown face is 

matched with various other faces present in the database which all have known entities. After this 
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ABSTRACT 
 

In this paper, we have studied LSTM (Long Short- Term Memory) network and presented a siamese adaptation of it for labelled 

data composed of variable-length pattern and pairs. Our model first takes in right answer and then assesses semantic similarity 

between the right answer and the given answer. In order to accomplish these we use word embedding vectors which are 

supplemented with synonymic information to the LSTMs. These vectors encode the expressed underlying meaning of the 

sentence which is of fixed size. The wording and syntax are also taken care of. We limit subsequent operations that rely on the 

simple Manhattan metric. The model's learned sentence representations are compelled to a highly structured space. The 

geometry of this space represents complex semantic relationships. Our results show that LSTM’s can be really powerful 

language models and are especially suited to tasks which require intricate understanding. 

 
Index Terms—RNN, LSTM, NLP 

 

 

I. INTRODUCTION 

Examining and evaluating answer sheets are time-consuming testing tools for assessing academic achievement, integration of 

ideas, and recall; however, manually generating questions and evaluating responses is costly, resource-intensive, and time- 

consuming. Manual evaluation of answer sheets takes up a notable number of instructors, a lot of valuable time and so it is a 

high-cost task. Also, different security concerns regarding paper leakage is one of the other challenges to conquer. The goal of 

this project is to create an automated examination system using machine learning, the natural language toolkit (NLTK), and 

the Python environment, Recurrent Neural Networks and web technologies to provide an inexpensive alternative to the 
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Abstract 

Software development methodologies are used for developing the simple to complex project. It gives 

the idea of how systematically projects are developed. It plays important role in software development 

in academics to industries. It helps to reduce the chances of project failure. The major development 

technics like waterfall, spiral and agile methodologies, their processes and comparisons shows that, how 

efficient development occur. The article used to present the study of these three software development 

methodologies. The main contribution to this work in study and comparing the methodologies. This 

study helps the software development in academics and industries to understand and comparison to 

choose the method according to the application. 

Index Terms— Waterfall, Spiral, Agile and Scrum. 
 

I. INTRODUCTION 

The software development methodologies play 

a very important role in developing the project. 

Any small to complex software development 

require systematic flow from requirement to 

maintenance. It helps the group to develop the 

project in collaboration. There are many 

development methodologies, every method 

having pros and cons. some are traditional 

development and rest are evolutionary type. 

Every development technique is useful, but 

choosing the best technique is important 

considering the application. The selection is very 

important in terms of systematic development. If 

the application is very small and to be 

developed in weeks then the proper 

methodology is required, otherwise it will make 

a negative impact on development process, time 

and deadline skip. The unplanned or without the 

use of standard methodologies will make major 

chances of project failure. It can be observed in 

terms of satisfaction of customers. The chances 

that, customer may argue at the time of delivery 

of project about the quality and scope deviation. 

To avoid this, choosing of right methodologies 

will increase the chances of customer 

satisfaction. 
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Abstract: Traffic management has become a major problem in every country due to day by day 

increase of vehicles on road. With this enhancement, sometimes it becomes difficult to keep track 

of vehicles for the purpose of traffic monitoring and law enforcement. We need an intelligent 

transportation system (ITS) which will help in traffic management. In this study, we presented a 

review of the smart transportation system that focuses on vehicle detection and classification 

(VDC) that is generally used in applications like congestion prediction, future road infrastructure 

requirement prediction, automated parking, and security enforcement. We have reviewed more 

than 130 papers that are published between 2010 and 2021 and found that various sensor 

technologies, machine learning, computer vision and deep learning techniques have been applied 

for the detection and classification of vehicles by many researchers. This study will provide useful 

directions to the researchers in selecting appropriate technologies for VDC. 
 

Keywords: vehicle detection; vehicle classification; intelligent transportation system; sensor; 

machine learning; deep learning. 
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1 Introduction 

As day by day number of vehicle increases on-road, posed a 

serious problem of traffic congestion and management. Many 

a time people face traffic jams and due to this congestion, 

people do not follow traffic rules and regulations due to 

which personal injury, death, and damage to one’s vehicle or 

other property takes place. ITS plays an important role in 

handling common traffic issues such as accidents, congestion 

of traffic, vehicle robberies, traffic rule violation, automatic 

toll collection and so on. That’s why ITS attracted lots of 

researchers in the last decade and became an important area 

of study. Vehicle detection (VD) and classification is the 

heart of ITS which is widely used in effective traffic 

operation and transportation planning. 
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Various VDC systems have been developed on the basis of 

innovative sensor-based technologies, machine learning 

(ML), image processing, deep learning (DL), and wireless 

communication technologies. In this study, we present a 

review of smart traffic systems that focuses on the 

performance of VDC to provide insight and guidance on the 

choice of the right technology. The contributions to this study 

are as follows: 

 This study focuses on the discussion of various research 

issues related to models and methods for sensor based 

VDC systems. 

 This study provides the extensive application of ML 

and DL models in VDC system. 
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Abstract: Cloud computing is one of the most holistically used technology nowadays. To do the forensics in the cloud, it is essential 

to accumulate as well as safeguard the justifiable facts of different events to find out the culprit. However, logging the events that 

take place in the cloud and securing them while preserving the privacy of cloud consumers is a big challenge. Currently, cloud 

consumers are relying on cloud service providers to get the logs of events that take place on their data despite multi-stakeholder 

collusion. Thus, there is a strong requirement of publicly verifiable secure logging which will play a vital role in criminal investigations 

without depending on a third party. In this paper, we developed a Blockchain-driven Secure Logging-as-a-Service (BlockSLaaS) 

scheme that supports, privacy-preserving secure logging and eclectic verification. To make a serene forensic investigation, the proposed 

scheme guarantees the trustworthiness and reclamation of logs in case of tampering. The scheme proposes integrating the Interplanetary 

File System (IPFS), a decentralized off-chain data storage platform with blockchain for efficient logging and its visualization. The 

extensive experiments on the number of transactions, storage requirement, uploading, reading, and downloading of log files for varying 

node count and file size are performed. The proposed method is compared with nine existing methods based on 9 security and 

performance features. The response, proof insertion, and proof-verification times of the proposed BlockSLaaS are 38.3, 29.7, and 26.3 

milliseconds respectively which outperform the existing methods. 

 

Keywords: Blockchain, Cloud Computing, Cloud Forensics, Secure and Efficent Logging, Forensic Investigation. 
 

injection attacks, abuse and hijacking of services on cloud 
1. INTRODUCTION 

Today, cloud computing services are widely used in 

various industries due to a tremendous efficiency of cost 

over conventional storage services [1] [2]. Currently, the 

market of cloud-based data storage is on the upsurge due 

to the successful espousal of cloud facilities in almost all 

companies. In India, cloud computing market will be 

valued at seven billion dollars by 2022 and expected to 

cross 1 trillion dollars by 2025 globally as per the 

NASSCOM report [3] [4]. However, the shift from onsite 

storage techniques to cloud storage services is a big 

challenge due to the rise in the issues of data security [5- 

11]. Certain malevolent cloud consumers can utilize the 

cloud storage to stock illegitimate information including 

but not limited to stolen Intellectual Property Rights (IPR) 

documents, pornographic content, and contraband 

documents or can target other cloud consumers by hosting 

the malware injection attacks, denial of service attacks, 

wrapping attacks, structured query language 

computing environment [12]. Once the attackers 

accomplish the unethical goal, they can smoothly wipe out 

the hints, traces, and remain unidentified [13] [14]. 

Therefore, there is a strong requirement of procedures 

and scientific methods to ensure trustworthiness and 

confidentiality of data in cloud computing environment for 

effective forensic investigations [2] [15]. Consequently, a 

new branch of forensics came into existence i. e. Cloud 

Forensics. Federal Bureau of Investigation (FBI) report of 

2017 on internet crime statistics depicted that, over 3 lakh 

online misconduct complaints have been registered which 

amounted to around fifteen thousand-million-dollar loss in 

the year of 2017 itself [12]. The count of digital forensic 

belongings is on the upsurge [16]. The existing forensic 

methods and techniques cannot be applied to the cloud 

directly due to the nature of the cloud. Also, they require 

to be modernized to be competent and suitable for the 

cloud environment [6] [15]. In cloud computing, virtual 
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In cloud computing, load balancing among the resources is required to 

schedule a task, which is a key challenge. This paper proposes a dynamic 

degree memory balanced allocation (D2MBA) algorithm which allocate 

virtual machine (VM) to a best suitable host, based on availability of random- 

access memory (RAM) and microprocessor without interlocked pipelined 

stages (MIPS) of host and allocate task to a best suitable VM by considering 

balanced condition of VM. The proposed D2MBA algorithm has been 

simulated using a simulation tool CloudSim by varying number of tasks and 

keeping number of VMs constant and vice versa. The D2MBA algorithm is 

compared with the other load balancing algorithms viz. Round Robin (RR) and 

dynamic degree balance with central processing unit (CPU) based (D2B_CPU 

based) with respect to performance parameters such as execution cost, degree 

of imbalance and makespan time. It is found that the D2MBA algorithm has a 

large reduction in the performance parameters such as execution cost, degree 

of imbalance and makespan time as compared with RR and D2B CPU based 

algorithms 

This is an open access article under the CC BY-SA license. 
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1. INTRODUCTION 

Cloud computing allows user to store data remotely and access it from anywhere, using an internet 

connection [1]. In cloud computing, demand of resources is directly proportional to the number of users. 

Therefore, in cloud computing, load balancing among the resources is required to schedule a task, which is a 

key challenge [2], [3]. Load balancing improves system performance, provide backup plan in case of system 

failure and maintain its stability [4], [5]. Load balancing is carried out by two methods viz. Virtual machine 

(VM) scheduling and task scheduling. In VM scheduling method, VMs are created on a best suitable host 

within datacenter. In task scheduling method, tasks were allocated to a best suitable resource for execution. In 

load balancing, task scheduling is a non-polynomial (NP) hard problem because number of tasks and length of 

tasks vary rapidly, therefore it is difficult to calculate possible mapping of tasks to resources and evaluate an 

optimal mapping [6], [7]. 

To solve the NP hard problems in load balancing, researchers developed both static and dynamic 

category of algorithms [8]. Statics algorithms requires advanced information about tasks and resources. Also, 

static algorithm works better in an environment where there is a low variation of nodes in cloud. However, 

static algorithms are not suitable for cloud environments where load varies rapidly [9], [10]. In that case, 
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Identifying sarcasm present in the text could be a challenging work. In sarcasm, 

a negative word can flip the polarity of a positive sentence. Sentences can be 

classified as sarcastic or non-sarcastic. It is easier to identify sarcasm using 

facial expression or tonal weight rather detecting from plain text. Thus, sarcasm 

detection using natural language processing is major challenge without giving 

away any specific context or clue such as #sarcasm present in a tweet. 

Therefore, research tries to solve this classification problem using various 

optimized models. Proposed model, analyzes whether a given tweet, is 

sarcastic or not without the presnece of hashtag sarcasm or any kind of specific 

context present in text. To achieve better results, we used different machine 

learning classification methodology along with deep learning embedding 

techniques. Our optimized model uses a stacking technique which combines 

the result of logistic regression and long short-term memory (LSTM) recurrent 

neural net feed to light gradient boosting technique which generates better 

result as compare to existing machine learning and neural network algorithm. 

The key difference of our research work is sarcasm detection done without 

#sarcasm which has not been much explored earlierby any researcher. The 

metrics used for evolution is F1-score and confusion matrix. 

This is an open access article under the CC BY-SA license. 
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1. INTRODUCTION 

Beginning of the internet gave a new vision to the world by changing the way people around the world 

interact. Now, people started expressing their feeling in front of other people to whom they even don't know. 

Also, people gather the opinion of each-others feeling, for a particular thing. It may be noted that for humans, 

it is easy to understand the opinion of other people. However, for a machine, it is very difficult to understand 

what people are says and how they feel. Sentiment analysis helps machine to analyze the written sentence and 

classifies it as a positive, negative, or neutral. Sentiment analysis gathers and recognizes attitudes and opinions 

depicted by users in social media toward a definitive topic. Research on sentiment analysis made machines 

capable of detecting whether a sentence is positive, negative, or neutral with a good accuracy depending upon 

the dataset. However it is very difficult to findthe exact sentiment, when the present sentence is layered with 

sarcasm, thus making it extremely difficult to find out whether the sentence is said in sarcastic manner or not 

[1]. 
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This paper represents the recognition of group activity in public areas, considering personal actions and interactions between 

people from the field of computer vision. Modeling the interaction relationships between multiple people is essential for 

recognizing group activity in the video scene. In artificial intelligence applications, identifying group activities based on human 

interaction is often a challenging task. This paper proposed a model that formulates a group action context (GAC) descriptor. The 

descriptor was developed by integrating the focal person action descriptor and interaction joint context descriptor of nearby people 

in the video frame. The model used an efficient optimization principle based on machine learning to learn the dis- criminative 

interaction context relations between multiple persons. The proposed novel group action context descriptor is classified by support 

vector machine (SVM) to recognize group activity. The proposed technique effectiveness is evaluated for group activity 

recognition by performing experiments on a publicly available collective activity dataset. The proposed approach infers a group 

action class when multiple persons are together in the video sequence, especially when the interaction between people is confusing. 

The overall group action recognition model is interrelated with a baseline model to estimate the performance of interaction context 

information. The experimental result of the proposed group activity recognition model is comparable and outperforms the 

previous methods. 

 

 

 

1. Introduction 

Multiple person activity recognition algorithms have estab- 

lished significant attention in the field of computer vision as 

well as artificial intelligence. However, group activity rec- 

ognition from video sequences is often a challenging task due 

to the dynamic interaction between multiple people. Group 

activity recognition is important in many applications such as 

computer-human interaction [1], video surveillance [1], 

content-based video recovery [2], video summarization [3], 

and healthcare [1]. In surveillance, medical, and social care 

fields, these algorithms are used to detect abnormal activities 

in healthcare fields and in public spaces such as air terminal 

and metro station places. In [4], for recognizing human 

activities from videos, a computationally storage efficient 

approach is proposed. In [5], k-nearest neighbors’ techniques 

are developed for human activity recognition. 

Most traditional methods in the computer vision system 

are focused on the recognition of an individual person’s 

activities [6–9]. Although several recent works [10–16] have 

been handling group activities in real time, scenes often 

involve multiple persons in action along with their inter- 

related actions. Group activity recognition recognizes ac- 

tions that are performed by multiple people. 

It is normally hard to discriminate the activities of 

multiple people based on the appearance of an individual 

person alone. The visual appearance of the highlighted 

person in Figure 1(a) is just a standing action as an indi- 

vidual. However, the person is waiting in the queue or talking 

with other persons. The highlighted focal person in 

https://doi.org/10.1155/2021/5596312
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Abstract Load balancing is the major concern in cloud 

computing where number of requests have to be handled by 

cloud resources. The load balancing techniques distribute 

the workloads among the computing resources and manage 

the cloud resources optimally. The load balancing algo- 

rithms seek to balance the system load by moving work- 

loads from the overloaded resources to underloaded 

resources in order to ensure the balancing of overall 

workload in the cloud environment. The aim of this study 

is to allocate virtual machines to the best-suited hosts based 

on CPU availability and host membership value using 

Hybrid Dynamic Degree Balance (HDDB) algorithm. The 

proposed scheduling technique is utilizing two algorithms 

namely Dynamic Degree Balance CPU Based (D2B_CPU 

based) and Dynamic Degree Balanced Membership based 

(D2B_Membership) to present a hybrid technique which is 

capable of balancing the workload optimally. The sug- 

gested algorithm HDDB has been tested using the Cloud- 

Sim simulation tool. To verify the performance of proposed 

hybrid algorithm, performance metrics are used in contact 

with turnaround time of cloudlets, execution cost, 

throughput time, degree of imbalance, CPU utilization, 

bandwidth utilization and memory utilization. The results 

reveal a considerable improvement in performance of the 

hybrid load balancing method when compared to other 

existing algorithms. 

 
Keywords Cloud computing · Load balancing · 

Scheduling · CloudSim · Task scheduling · VM 

scheduling · CPU utilization · Bandwidth utilization 

 
1  Introduction 

 
In past few years, due to on-demand service, scalability, 

storage resource and reliability, cloud computing is getting 

more popularity (Joshi and Munisamy 2019). Cloud com- 

puting plays an important role in today’s organization 

workspaces by providing preferred services based on the 

user requirements (Kaur 2016). Cloud computing faces 

challenges such as security, performance monitoring, load 

balancing, resource scheduling, scaling, energy consump- 

tion, carbon emission and data lock-in problem (Joshi and 

Devi 2020; Kaur and Kadam 2021; Patel and Gupta 2019; 

Jiang et al. 2021). Load balancing is key challenge in cloud 

computing where diverse resources are to be allocated to the 

user jobs (Ghomi et al. 2017a). The primary goal of load 

balancing is to distribute the load among all the cloud nodes 

so that no node is overloaded or under loaded (Ghomi et al. 

2017b). As the number of user’s increases, 

   demand for resources is also increasing. Therefore, to 

& Aparna Joshi 

aparna.joshi82@gmail.com 

Shyamala Devi Munisamy 

shyamalapmr@gmail.com 

 
1 Department of Computer Science and Engineering, Vel Tech 

Rangarajan Dr. Sagunthala R&D Institute of Science and 

Technology Chennai, Chennai, India 

schedule the task among available resources to balance the 

load is the key challenge (Kaur and Kadam 2019). Various 

scheduling algorithms are proposed to balance the load 

efficiently. Scheduling is the process of matching a col- 

lection of tasks to available resources and balancing allows 

the optimal allocation of cloud resources among the user 

jobs (Joshi and Munisamy 2020). 
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The Intrusion Detection System (IDS) is a useful infiltration detection tool. With IDS, it 
may mechanically categorize intrusions, attacks, or breaches of security stratagems across 
host-level within the network and within the organization. The Krill Herd Optimized 
Deep Neural Network (KH-DNN) is proposed in this document as a multiclass cyberat- 
tack methodology. This model is suggested by uniting the network-based intrusion detec- 
tion system (NIDS) and the host-based intrusion detection system (HIDS) to advance 
flexible and actual IDS to categorize and detect unexpected and unpredictable cyber 
attacks. In this method, two types of IDS are classified, that is, NIDS and HIDS. Clas- 
sification of the system call is exploited to discriminate behavior into normal and attack 
categories. In this manuscript accuracy, the parameter of the deep neural network classi- 
fier is optimized with the Krill Herd optimization algorithm. Finally, the DNN model is 
performed in the NIDS dataset and the HIDS dataset. For the HIDS dataset, the KDD Cup 
99 dataset was used, which employed two datasets: ADFA-LD and ADFA-WD, and 
several types of attacks were detected and classified, including Adduser, Hydra-FTP, 
Java-Meterpreter, Hydra-SSH, and Web-Shell. The suggested IDS-KH-DNN algorithm 
attains higher accuracy 42.56% and 23.4%, high precision 84.74% and 52.43%, high 
F-score 53.5% 64.455, high sensitivity 33.4% and 45.23%, and high specificity 31.45% 
and 44.23% for the NIDS dataset. The proposed system is compared to two current pro- 
cesses: intrusion detection using Gray Wolf optimization-based support vector machine 
(IDS-GWO-SVM) and intrusion detection using artificial bee colony optimization algo- rithm 
based support vector machine (IDS-ABCO-SVM). Finally, the  simulation  results show that 
the suggested approach is capable of quickly and accurately locating optimal solutions. 

 

Keywords: Deep neural network (KH-DNN); network-based intrusion detection system; 
host-based intrusion detection system; cyber-attack; text representation. 
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Abstract—Autonomous vehicles are good at mundane driving 
tasks. Merging in traffic is challenging task. Humans look for 
a empty slot in traffic and guess the behaviour of other drivers 
on road to perform the merge maneuver and avoid deadlock. 
This dynamic makes it even more challenging for autonomous 
vehicles. An autonomous vechicle cannot consider other cars on the 
road as moving objects; the human behaviour has also to be 
considered. 

Keywords : Autonomous vehicle, Partially Observable Makarov 
Decision Process, Reinforcement learning, belief, driver model. 

I. INTRODUCTION 

Autonomous or self-driving vehicles is rapidly developing 
field mainly due to developments in machine learning tech- 
niques and advantages it provides that includes improved safety, 
reduced congestion, lower emissions and greater mobility. A 
lot of research has happened in motion planning and obstacle 
avoidance algorithms using probabilistic methods and it remains 
an active area of research with developments in machine 
learning. While transporting passengers or goods from a 
given origin to agiven destination, motion planning methods 
incorporate searching for apath to follow, avoiding obstacles 
and generating the best trajectory that ensures safety, comfort 
and efficiency. 

The goal for motion planning for autonomous vehicle is 
to select a collision free trajectory that fulfills the mission 
goal, reaching the destination as fast as possible, while at the 
same time taking into account the effect of our own motion on 
surrounding traffic participants. In congested traffic, it is not 
always for a vehicle to progress along its route without any 
negative effect on other participants such as requiring them to 
slow down slightly. 

The remainder of the paper starts with a presentation of 
related work (Section II). It is followed by a presentation of 
approach (Section III). Based on that, we present implementa- 
tion (Section IV) and experiment (??). Finally, a conclusion is 
drawn (Section VI). 

II. RELATED WORK 

In dense traffic scenarios vehicle may come to a halt. With 
no movement al all, it freezes. Cooperation and collision 
avoidance models are required to prevent deadlock scenarios 
aka freezing robot problem [2]. Planning for autonomous 

 

 
 

Figure 1. Merging Scenario 

 
 

systems is challenging because of interactions with other 
dynamic systems in environment such as humans. Probabilistic 
interaction models for online planning address this problem [3] - 
[6]. Online planners take decisions in real time as they perceive the 
environment. And so require heavy computation when taffic is 
dense. Online planners take decisions or plan based on inputs 
from environment that it simulates upto some future time. This 
future time horizon is shortened due to computation complexity 
[4], [7]. The behaviour policy of agent depends on the 
environment model [8]. Policy performance increases when 
the planning algorithm has access to information about the 
driver internal state in lane changing scenarios [8]. 

Mutual influence between human and agent has been studied 
using using data-driven approaches, probabilistic models, 
inverse reinforcement learning, rule-based methods, or game 
theoretic frameworks [3], [5], [6], [9], [10]. Schmerling et al.  
demonstrated a datadriven approach to learn the interaction 
model on a traffic weaving scenario involving two agents [5] 
but is not suitable for dense traffic scenarios where more than two 
traffic participants are interacting. Lane changing [11], and 
intersection navigation [12], [13] are two of many driving 
scenarios where reinforcement learning promises good results. 

Here, we test a reinforcement learning agent’s ability to 
interact with environment to successfully perform a merge 
maneuver in dense scenarios. There is uncertainity associated 
with behaviour of human driver. That leaves the autonomous 
system devoid of an important input that can help it perform its 
task efficiently. Deep Reinforcement learning can capture this 
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Abstract—CIBIL is India’s first Credit Information Company 
founded in August 2000. CIBIL collects and maintains records 
of an individual’s payments pertaining to loans and credit cards 
on a monthly basis, which is then used to create Credit 
Information Reports (CIR) and credit scores which are provided 
to the credit institutions in order to help evaluate and approve 
loan applications. Despite having a good CIBIL score, NPAs and 
bad loans are increasing. The current metric of CIBIL score 
doesn’t include various essential parameters for its prediction 
and is thus clouded and provides incomplete information. This 
paper presents a platform by which we can get best results to 
reduce the cases of bad loans and can get better predicted CIBIL 
score by including more parameters. 

Index Terms—Web development, Logistic Regression, 
Random Forest Classifier, Support vector Machine, Gradient 
Boosting Classifier. 

 

I. INTRODUCTION 

CIBIL score analysis and prediction is the act of trying to 

determine whether the customer is eligible for taking loan or 

not. CIBIL score is the important part of economy of the 

country and plays a vital role in the growth of the industry and 

commerce of the country that eventually aff ects the economy 

of the country. Both investors and industry are involved in 

stock market and wants to know whether some stock will rise 

or fall over certain period of time. The stock market is the 

primary source for any company to raise funds for business 

expansions. It is based on the concept of demand and supply. If 

the demand for a company’s stock is higher, then the company 

share price increases and if the demand for company’s stock is 

low then the company share price decrease. 

The existing CIBIL System does not provide any method to 

calculate score for the new users, whereas, this research is based 

on the methods to calculate score for both the existing as well as 

the new users. The two most critical questions [1] in the lending 

industry are: 1) How risky is the borrower? 2) Given the 

borrower’s risk, should we lend him/her? The answer to the first 

question determines the interest rate the borrower would have. 

Interest rate measures among other things (such as time value of 

money) the riskiness of the borrower, i.e. the riskier the 

borrower, the higher the interest 

rate. 

With interest rate in mind, we can then determine if the 

borrower is eligible for the loan. 

A credit score is a numerical expression based on a level 

analysis    of    a    person's     credit     files,     to     represent the 

creditworthiness of an individual. It is also called as CIBIL 

score. A credit score is primarily based on a credit report, 

information typically sourced from credit bureaus. 

Lenders, such as banks and credit card companies, use credit 

scores to evaluate the potential risk posed by lending money to 

consumers and to mitigate losses due to bad debt. Lenders use 

credit scores to determine   who qualifies for a loan, at what 

interest rate, and what credit limits. Lenders also use credit 

scores to determine which customers are likely to bring in the 

most revenue. The use of credit or identity scoring prior to 

authorizing access or granting credit is an implementation of a 

trusted system. 

Credit scoring is not limited to banks. Other organizations, such 

as mobile phone companies, insurance companies, landlords, 

and government departments employ the same techniques. 

Digital finance companies such as online lenders also use 

alternative data sources to calculate the creditworthiness of 

borrowers. 

CIBIL score in India is a three-digit number ranging from 

300 to 900, which signifies the creditworthiness of an individual 

based on his credit profile and past repayment track record. 

II. RELATED WORK 

This section briefly explains reviews related work that 

contributes to the discussion of prediction of CIBIL score using 

different machine learning methodologies. 

 
A. Study by Wilson and Sharda 

Wilson and Sharda [2] studied prediction firm bankruptcy using 

neural networks and classical multiple discriminant analysis, 

where neural networks performed significantly better than 

multiple discriminant analysis. Min and Lee were doing 
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ABSTRACT 
During this pandemic we have seen rise in popularity 

of online learning platforms. In this paper, we are going to 

discuss E-Learning using analytics and deep learning focusing 

on mainly four objectives which are login systems for teachers 

and students, Gamification to engage learners, AR contents to 

increase the involvement of learners and learning analytics to 

develop competency. We will use Data Mining and Buisness 

Intelligence to extract high level knowledge from the raw data 

of students. To predict engagement of students we have used 

several ML algorithms. This study provides an introduction to 

the technology of AR and E-Learning systems. The main focus 

of this paper is to use research on augmented reality and 

integrate it with Buisness Intelligence and Data Mining(DM). 

Engaging student till the end of the course became 

really difficult for traditional E-Learning Platform. Therefore, 

Gamification in E-learning is good way to solve this problem. 

 

Keywords-- Business Intelligence in Education, 

Classification and Regression, Decision Trees, Random 

Forest, E-Learning 
 

 

 

I. INTRODUCTION 

FRAMEWORK 

The main framework could be made using any of 

the new technologies which provide and encourages rapid 

development and clean design should be open-source and 

can be easily accessible to everyone and should be fast and 

rigid when deployed. The following are the main pros of the 

framework: 

 Ridiculously fast. 

 Reassuringly secure. 

 Fully loaded. 

 Exceedingly scalable. 

 Incredibly versatile. 

Gamification in the Learning Platform 

Gamification is the mechanism   of giving 

application some game like elements like giving badges, 

stars etc. Gamification helps in increasing motivation of 

learner by giving him sense of accomplishments. 

AR Implementation in the Learning Platform 

Augmented Reality (AR) have many advantages: 

a. Doesn’t require additional hardware. So that the 
default device is much sufficient to perform every 
function such as reading and scanning data from 

the camera device from the provided in the device. 

b. Provides a better learning process for learners as in 
Augmented reality and virtual reality operations 

the knowledge comes through in holographic or as 

a very descriptive performance of data. 

c. Helps in long distance practical learning. As 

explained in the above point and as concerning 

situation of covid-19 is increasing practical 
knowledge can be provided very easily. 

d. Main advantage of augmented reality and virtual 
reality is that it can be applied to any level of 

educations regardless of any thing as it is only 
platform dependent 

LEARNING ANALYTICS 

During Pandemic of COVID-19 teacher are facing 

an a challenge to create and have faith in a system that could 

let them enable a more efficient and optimized manner of 

teaching. The huge chunk of data can play a huge role there. 

The rise in popularity in Buisness Intelligence and Data 

mining is due to Information Technology, that lead to 

increase in groth of buisness and organizational database. 

All the data like likelihood, habits, and patterns contains 

valuable information which helps in improving decision 

making and optimizing success rate. Humans can left some 

important details. Hence, this can help in automation of 

analysis of raw data and extration of high level information. 

BI can do a lot in education systems since there are 

multiple sources of data (e.g., traditional databases, web 

pages, offline accounting) and diverse interest groups (e.g., 

students, teachers, administrators, or alumni) for example 

there are lot of question we can answer using 
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Abstract 

Scene text recognition is a well-rooted research domain covering a diverse application area. Recognition of 

scene text is challenging due to the complex nature of scene images. Various structural characteristics of the script 

also influence the recognition process. Text and background segmentation is a mandatory step in the scene text 

recognition process. A text recognition system produces the most accurate results if the structural and contextual 

information is preserved by the segmentation technique. Therefore, an attempt is made here to develop a robust 

foreground/background segmentation(separation) technique that produces the highest recognition results. A 

ground-truth dataset containing Devanagari scene text images is prepared for the experimentation. An encoder-

decoder convolutional neural network model is used for text/background segmentation. The model is trained with 

Devanagari scene text images for pixel-wise classification of text and background. The segmented text is then 

recognized using an existing OCR engine (Tesseract). The word and character-level recognition rates are computed 

and compared with other existing segmentation techniques to establish the effectiveness of the proposed technique. 

 

Key Words: scene text recognition; Devanagari script; OCR; segmentation technique; encoder-decoder CNN 

 

1 Introduction 

Text recognition systems are becoming more efficient due to the increasing availability of multimedia data, 

low-cost image capturing devices, and high-performance computing devices. Understanding the text present 

in a scene image like nameplates, instructional boards, navigation boards, banners, wall paintings, etc. is 

essential for effective communication. But, understanding the text written in an unknown language or script is 

a massive challenge in scene text recognition. A solution can be provided by developing a smartphone-based 

system that can process, detect, recognise and translate the text present in a scene image from one language 

to a known language. Detection and recognition of the text are the two major steps in such applications. 

The process of localization and extraction of text regions from the image is called text detection. The output 

of the text detection is always in the image format. The process of converting that text image into the 

corresponding digital format (Unicode) is called text recognition. This paper presents a technique to recognize 

Devanagari text from natural scene images. In the last few decades, various methods have been reported 

regarding the recognition of text present on document images. But scene text recognition is still a challenging 

task compared to the document image recognition [1, 2]. Foreground and background 
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My Experience: Science behind Online Teaching- Learning 
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Abstract: A Coronavirus disease has changed the scenario of the 

education system altogether. Online delivery of courses is not a 

new thing. We do have YouTube videos, Udemy, Edureka Live 

sessions and Nptel, MOOC courses, and many more. All the 

stakeholders’ students as well as professors, parents are familiar 

with Online and live sessions. But when it comes to total 

replacement of physical education by complete online sessions 

then it’s challenging. Plenty of excellent tools, frameworks, and 

products like Microsoft Team, Zoom, Moodle, Gomeetings, and 

many more are available to deliver classes as well as Practicals. 

In this paper, I would like to share different methodologies like 

students mind preparation, Students engagement, Assignments, 

summarization and feedback which proves very fruitful during my 

course delivery. 

Keywords: Mind Preparation,video-ken,Summarization 

,Microsoft-Team. 

 

I. INTRODUCTION 

A Coronavirus disease has changed the scenario of the 

education system altogether. Online delivery of courses is not 

a new thing. We do have YouTube videos, Udemy, Edureka 

Live sessions, and Nptel and MOOC courses, and many more. 

All the stakeholders’ students as well as professors, parents 

are familiar with Online and live sessions. But when it comes 

to total replacement of physical education by complete online 

sessions then it’s challenging. Plenty of excellent tools, 

frameworks, and products like Microsoft Team, Zoom, 

Moodle, Gomeetings, and many more are available to deliver 

classes as well as Practicals. I would like to put forward the 

methodologies I have been using for the delivery of my 

course. 

 
II. METHODOLOGIES 

When it comes to the teaching-learning process, it is the 

scientific process. Both the entities are living entities and 

when it comes to replacing this process totally by 

virtual/online mode then there are so many challenges like 

students as well as professor’s readiness, flexibility, 

adaptability, acceptance of new environment, and many 

more. While overcoming the above-stated challenges, I have 

been using the following methodologies which might prove 

useful for some of you to conduct your courses. 

A. Mind preparation: The most important faculty of the 

human being is his/her mind. All the power lies in the mind 

[1]. The state of mind matters a lot. So, the first 

method/activity that I have been practicing is in the initial 5 

mins I asked students to close their eyes and ask them to 

recite,” I am sorry, Please forgive me, 
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Thank you so much, I Love you,” Ho’oponopono 

technique[2][3]. You can use any technique for mind 

readiness or relaxation. But the student's mind must be 

prepared to be with you and content delivery for the next 1 

hour. This technique proved very successful in my case. 

Irrespective of age group, connect is very important. I am 

using Microsoft-Team for my course delivery where there are 

excellent features like video, sharing, chat, and many more. 

But to start within the virtual world, we as a personality not 

there so to create that connection between students and us that 

touch which is a language of love must be created first. 

Within just the first 5 mins, once this has been done, the rest 

of the session proves fruitful. 

B. Students Engagement: The most important use case of the 

teaching-learning process is the student's involvement. As I 

stated, I have been using Microsoft Team there is a chatbox 

feature where you can post questions and students can post 

their answers [8]. You can give in advance assignments to 

students and in the next session, you can ask students to share 

their screen and give them an experience of the actual 

happening of class in reality because as far as engineering is 

concerned, seeing your own creation/implementation gives 

happiness. This way we can have a healthy competition 

among students and the generation is very smart with these 

tools and technologies, we can keep them engaged and make 

them to an understood subject as well. Sometimes changing 

the role of students from attendee to presenter proves very 

beneficial. 

C. Assignments: Giving online assignments is okay but I 

have asked students to write some assignments and scan them 

and they have mailed me. This way we can maintain their 

writing habits too. But such assignment with minimal 

numbers, because this situation shall pass away and students 

must be habitual for writing. Giving quizzes also proved very 

fruitful [6]. 

D. Summarization: To start with the summary of the 

previous class and concluding the current class is very 

important. Record your sessions and Video-ken [4] is an 

excellent tool with which you can create a summary of your 

video and give students for future reference. Recording of my 

own session helps me a lot to improve my teaching peace, 

modulation of voice, and many improvements and such 

recordings can prove beneficial for absentees too. 

E. Feedback: The most important activity is to take 

feedback from students either using Google form or any other 

forms after each class. Feedback is the most important to 

improve our way of delivery of content and course and 

learning outcome evaluation. 
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Abstract 

A sentiment analysis is becoming a popular research area. Sentiments can be expressed 

in various forms like text, image, audio, video etc. Opinion of large population is 

anticipated by aggregating sentiments of individual and used in numerous applications. 

Traditional sentiment analysis system focuses on single modality to infer user’s perception 

about subject. Such type of sentiment analysis has its own limitation and fails to employ 

other modality’s expressiveness. 

With the advent of technologies, the conventional system evolved into multimodal 

sentiment analysis which integrates multifarious data (i.e. text, audio, and visual) available 

over internet. Multimodality refers to the availability of more than one modality or medium. 

Every mode of data has unique features and helps users to express their emotions, opinions 

or attitude about the entity. Incorporating such features from multiple content enhance the 

effectiveness of sentiment analysis process. To find a constructive fusion mechanism to 

integrate these features is the challenging aspect of sentiment analysis. In this survey we 

have defined different modalities of sentiments, characteristics and fusion techniques of 

multimodal data. This paper gives an overview of different approaches for and applications 

of multimodal system. 

 

Keywords: Multi-modal data, Sentiment Analysis, Opinion Mining. 

 
 

1. Introduction 

Nowadays social media has become very convenient and easy mode for knowledge 

sharing in various forms like text, images, audio, video, etc. People are freely sharing their 

opinions with each other through different platforms such as Facebook, Twitter, YouTube, 

and Foursquare. This huge amount of available information is further analyzed to help e-

commerce, political reviews, recommender system and etc. Airport service quality is 

examined by user generated content on social media using text based sentiment analysis 

(SA) [21]. SA aims to acquire people’s attitude hidden in shared views or opinions. SA helps 

in improving teaching and learning process by analyzing student’s feedback from textual 

comments [19, 20]. Nowadays twitter is gaining more attention from people and have 

potential to influence the traditional media. Twitter allows users to create and post short 

text messages in the form of tweets. These tweets are categorized into positive or negative 

score [22]. The accuracy of tweet’s content plays an important role in critical incidents such 

as natural calamities or social issues. This can be achieved by incorporating machine 

learning techniques with sentiment analysis in order to minimize spreading of 

misinformation [23]. 

People are expressing themselves through verbal, facial expressions, modulating tone 

of voice or body gestures. All these means exhibit strong correlation to affective computing 

which influences the judgment about entity (product, service, aspects etc.) into 

consideration. A multimodal sentiment analysis leverages SA by incorporating expressions 

from different modality to infer user’s intent behind it [27, 5]. It also works 
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ABSTRACT:The task of allocating a category or class to a web service from the existing collection of web 

services is known as web services classification. Currently, manually discovering the desired web services from 

the repository or manually organizing the web services as per category is a challenging job. The reason behind this 

is the increasing number of web services that are registered to the repository. Hence, web service classification 

plays a significant role in web service technology and service-oriented architecture. There are numerous methods 

that can be implemented for classification of web services. The main emphasis of this study is reviewing the 

machine-learning algorithms that can efficiently classify web services to their respective category. This paper 

reviews the available research methods of web services classification. The research papers published between 2008 

and 2020 are considered here for writing this survey paper. This paper explains various machine learning 

approaches for the classification of web services. 

KEYWORDS:Service Oriented Architecture, Web Service, Universal Description and Discovery Integration 

(UDDI), SOAP, Web Service Description, Web Service Discovery, Web Service Description Language (WSDL), 

Web Service Classification, Naïve Bayes, SVM, kNN, PCA, SVD 

 
I. INTRODUCTION 

Service Oriented Architecture is a basic architecture design model that supports service computing. Service-

oriented Architecture can be successfully implemented with the help of web service technology [67]. There are 

three entities involved in web service technology. These entities are service providers, service registry and service 

requesters. The provider ofservice develops a web service in the form of a WSDL document and then registers this 

web service to the UDDI service registry. The Service requester discovers the desired web services through this 

registry (i.e., UDDI). The present web service discovery [8] is built on the UDDI service matching framework [8]. 

In UDDI, service providers must assign categories manually to their web services from several predefined groups 

such as business, travel, communication, education, finance, etc. In UDDI, the web service needs to be assigned 

to its respective category at the time of registration of that web service. If the web service is categorized properly 

at the time of registration, it can be discovered in less time. This task of assigning an appropriate category to a web 

service is a challenging task because of increasing number of web services [53] and the large number of existing 

categories in repositories of web services. 

Methods for classifying web services automatically and semi-automatically have been proposed thus far 

(Bennaceur et al., 2012 and Sawant et al., 2014). This paper explains a detailed study of various web service 

classification methods. The remaining part of this paper is organized as follows: Section 2 covers the technology 

of web services. Section 3 covers the web service classification. Section 4 presents a detailed study of review of 

related work in the field of web service classification methods, and Section 5 concludes the paper. 

II. WEB SERVICE TECHNOLOGY 

Web service usage is the utmost proficient choice to implement Service-oriented Architecture and its strategic 

ideas. Service-oriented Architecture consists of 3 entities that interact with each other. These entities are service 

providers, service registry, and service requesters. The web service technology architecture is depicted in Figure 1. 
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Abstract: Online shopping websites are growing rapidly all around the world. These websites 

rely heavily on recommendations systems for generating suggestions on the basis of user 

preferences. Most of the system proposed so far either uses the text based or image based 

methods. The individual techniques have certain drawbacks which can be overpowered if both 

the techniques are used in hybrid. In this paper, we present a comparative study of techniques 

proposed by different authors. Along with the techniques, the achievement and future scopes 

are also highlighted. Out of all the approaches, we opted for a variety of NLP techniques (bag 

of words, IDF, TF-IDF and word to vector) for handling the text based queries and CNN 

(transfer learning) to deal with image based queries. 
 

Keywords: Natural Language Processing (NLP), Inverse Document Frequency (IDF), 

Term Frequency (TF), Convolutional Neural Network (CNN). 

 
 

1. Introduction 
 

In recent years, the number of users   of   commercial   websites,   like   Amazon, Myntra, 

Netflix, Youtube etc, has increased rapidly [9]. All of these e-commercial websites make 

great use of the recommendation system. With immensely growing data through electronics 

media, the user faces challenges in accessing the most suitable information. Though, this 

problem can be partially resolved with the help of information 

retrieval systems [8]. But, this approach does not include the user’s preferences or any past 
history. So, it is highly required to have a good recommendation system because it becomes 
difficult for the user to find what they require. It can assist customers in choosing products from 
a variety of items. A website that generates relatable recommendations can increase customer 
satisfaction with products and eventually increases the sales and business [7]. 

 

However, the traditional recommendation systems are still struggling with   the keyword 

matching methods [6]. To generate more user-relatable   recommendations, image based 

recognition is   also   required   [3][6][8].   Thus,   a   combination of textual and image based 

recommendation methods can be encapsulated to overcome the loopholes of individual 

techniques. 
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The project is to make media generation and content 
more individual-focused, personalized. We aim to 
make Ads personalized such as by using the targeted 
user’s name. Sending bulk personalized congratulations 
videos, celebrations videos, etc. The core of our research 
is to do audio synthesis is the speaker’s voice using 
fewer data. At present media-generated is generic such 
as Ads we see, video emails we get, etc [1]. Our project 
purpose is to make generic media content specific to a 
user. The user will be provided with premium services 
where each video generated will be mailed to specific 
clients with custom content of the user. In this kind of 
service. The user will have to upload a file containing 
email addresses corresponding to each string. The Ad 
industry targets many ads on us through videos we see 
on social networks (Facebook, Instagram, Twitter, etc), 
video platforms (YouTube). 

Deep learning has shown its potential in various 
fields using machine learning. One of the major usage 
of Deep learning is Text to  Speech(TTS)  [2].  While the 
complete training of a single-speaker TTS model 

 
 

 

∗Corresponding author. Email:sagarrane@aitpune.edu.in 

 
is technically a form of voice cloning, the interest rather 
lies in creating a fixed model able to incorporate newer 
voices with little data. The common approach is  to  
condition  a  TTS  model  trained  to  generalize to new 
speakers on an embedding of the  voice  to clone [3]. 
This approach is typically more data-efficient than 

training a separate TTS model for each speaker, in 
addition to being orders of magnitude faster and less 
computationally expensive. Interestingly, there is a 
large discrepancy between the duration of reference 
speech needed to clone a voice among the different 

methods, ranging from half an hour per speaker to only 
a few seconds. This factor is usually determining the 
similarity of the generated voice with respect to the 
true voice of the speaker. Apart from voice cloning, one 
more important feature is lip synchronization [4]. There 
have been many useful applications of lip syncing in 
making a perfect synthetic video. Generally application 
requires generic and speaker independent models. One 
more challenge which we face is different sizes of lips 

[5]. The audio and movement of lips go out of sync 
which makes an automatic generated video look absurd. 
Approximately, 1 sec out of sync lip movement is 
identified by the viewers. To remove this out of sync 
thing, we use lip-synchronisation technique. 
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The fields like Media, Education and Corporations etc have started focusing on content creation. This has led 
to the huge demand for synthetic media generation using less data. To synthesize a high-grade artificial video, the 
lip must be synchronized with the audio. Here we have compared the various methods for voice-cloning and 
lip synchronization. Voice cloning procedure include state of the art methods like wavenet and other text-to-
speech approaches. Lip synchronization methods describe constrained and unconstrained methods. Various 
recent research like LipGan, Wav2Lip are discussed. The methods are compared and the best method is 
suggested. Apart from studying and comparing the various methods, their drawbacks, future scopes, and 
application are also there. Different social and ethical issues are also discussed. 
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Abstract— Toxic comments refers to hatred online comments 

classified as disrespectful or abusive towards individual or 

community. With a boom of internet, lot of users are brought to 

online social discussion platforms. These platforms are created to 

exchange ideas, learning new things and have meaningful 

conversations. But due to toxic comments many users are not able 

to put their points in online discussions. This degrades quality of 

discussion. In this paper we will check the toxicity of comment. 

And if the comment is toxic then classify the comments into 

different categories to examine the type of toxicity. We will utilize 

different machine learning and deep learning algorithms on our 

dataset and select the best algorithms based on our evaluation 

methodology. Moving forward we seek to attain high 

performance through our machine learning and deep learning 

models which will help in limiting the toxicity present on various 

discussion sites. 

 

Keywords— Toxic Comments, Natural Language Processing, 

Machine Learning, Deep Learning, Text Classification, Multilabel 

Classification 

I. INTRODUCTION 

There is increase in number of people using internet. 

Internet is main invention for 21st century. According to 

website , the number of internet users have increased from 

1100 million in 2005 to 3969 million users in 2019 which 

is staggering 260% increase [1]. Hence, more people are 

using social networking and online discussion platforms. 

There is also a huge shift the way internet is used. In 

the initial days of the internet, people used to communicate 

with each other through Email. But with a platform like 

social media, we see that people got a way to keep in touch 

with their long-lasting friends, meet new peoples having 

same interests and hobbies. We are now more connected 

than ever. Not only discussion of friends and people, but 

social media has also evolved to support business needs. 

With increase in services like gaming and live streaming, 

more velocity of comments is added to sites. Social media 

has broken down many of the communication barriers 

between different consumer groups as well as between 

individuals. Hence no doubt that social media sites such as 

Facebook, Twitter, Reddit, etc. have become billion-dollar 

companies. 

 

Over these all years we have seen lot of instances 

where social media have played pivot role due to toxic 

comments and hatred. For example, Chief Minister of 

Uttar Pradesh State of India blamed social media like 

Facebook, Twitter, and YouTube for escalating tensions 

during communal conflict between Hindu and Muslim 

community in Muzzafarnagar, India in 2013 [2]. 

Kalamboli police on booked a man for abusing and 

threatening the police via a comment on a Facebook post 

[3]. Another example is of Riots that took place in DJ 

Halli, Bengaluru, India in 2020 over a provocative 

Facebook post against Islam that left 3 dead and many 

injured [4]. 

On January 6, 2021 US Capitol Riots took place by 

supporter of Donald Trump. Many extremists had posted 

on Social Networking sites posts such as “occupy the 

Capitol”, “bring revolution”, etc. before riots [5]. Hence, 

it is very important to detect such threats, hatred, toxicity 

on online discussion platforms and social networking 

sites. Because not doing so can cause violence, riots, 

prevent good debates, make internet an unsafe place and 

can affect people mentally. 

Let us take an example of comment present in our 

dataset “Just shut up and stay shut. Don't edit anymore”, it 

can be easily identified that the phrases like “shut up”, 

“Don’t edit anymore”, etc. are negative and thus this 

comment is toxic. But it besides toxic we need to go 

through series of steps to classify comment using machine 

learning classification algorithms to verify type of toxicity 

of obtained results. 

We will use different machine learning and deep 

learning models on our Data set which is made available 

by Conventional AI in Kaggle.com. In this paper we will 

use Logistic Regression and Support Vector Machine 

Models with TF-IDF Vectorizer, Long Short-Term 

Memory with Glove and Word2Vec Embedding. We have 

used all models on given dataset and compare their scores 

to find which one will be best. 

The rest of the paper is arranged as follows. All the 

recent approaches being used for text classification and 

Natural Language Processing have been elaborated in 
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Abstract—With the rise in digital media that has led to a 

more connected and informed society, has also come the 

proliferation of digital media sources. This in tandem with the 

wide adoption of image modification tools has created an acute 

problem of verifying the authenticity of images from unreliable 

sources. Moreover, advancements in deepfake technology can 

string together many images to create entirely new videos that 

are extremely realistic. These factors have led to the 

requirement of powerful tools that can determine fake images. 
 

Prior work on image manipulation detection has made 

progress and treated this problem as an image segmentation 

problem. We propose to consider this task as an object detection 

problem and create a model using Yolov5 architecture. We 

create a synthetic manipulated image dataset using PASCAL 

VOC Dataset [1] to train our model. We also document the test 

results on the synthetic dataset as well as the standard 

COLUMBIA Uncompressed Image Splicing Detection 

Evaluation Dataset [2] to provide a benchmark for future 

research in this field. Our results prove that Yolov5 can be used 

to learn rich features [3] to perform image forensics. 

 

Keywords—Deep Learning, Machine Learning, Image 

Manipulation Detection, Deepfake Detection, Yolov5 

 
I. INTRODUCTION 

Advancements in Image modifying technologies have 
grown at an unprecedented rate worldwide. Software can 
easily be found to remove blemishes in photos, add make-up 
and to depict a perfect paradise. 

With advancement in these seemingly benign 
technologies, there have also been advancements on the front 
of creating fake images and deepfakes. It is a matter of 
national security to be able to detect these maligned images 
and videos and prevent their spread before they can cause 
substantial harm. Some harmful uses of image tampering can 
be spreading misinformation, avoiding detection with fake 
ids and person impersonation by creating deepfakes depicting 
the person. In case of deepfakes, it is sometimes very hard to 
distinguish between a genuine video and deepfake by eye. 

Therefore, we are interested in creating automated tools 
that can help us detect these tampered images. These tools 
have the ability to perform much better than the human eye 
as they can analyze images at the pixel level. They are capable 
of analyzing the picture contrast, saturation, 

brightness, anomaly detection and other such techniques. 
They can also be used to augment human attention by 
pointing to the part of the image that is likely to be 
manipulated. 

Various tampering tools are easily available over the 
internet. The most common tampering operations are splicing, 
copy-move and removal. 

1) Splicing: Some part of another image is pasted in the 

original image. 
 

Fig. 1. Example of a Spliced Image. Here on the left is the original image, 
and to the right is the spliced image where a dove has been added. 

 

2) Copy-Move: Some part of image is copied and moved 

within the image. 
 

Fig. 2.   Example of a Copy-Move operation. Here on the left is the 

original image, and to the right is the spliced image where the ball has been 

moved. 
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Abstract—With the advancement of artificial intelligence and 
the computing community, it is now possible to efficiently 
diagnose depression and its severity. Speech has features that are 
useful for the various acoustic fields and one possibility is the 
diagnosis of depression. Feature selection and domain knowledge 
are the important aspects in designing and which also makes 
process time and labor consuming. Deep learned features based 
on neural nets have an edge over handmade features in terms 
of performance. In this paper, we will use deep learned features 
along with handmade features to effectively measure the severity 
of depression. We firstly built deep convolutional neural networks 
to learn deep learned features from raw speech waveforms and 
spectrograms. Secondly, we extract the texture descriptors known 
as median robust extended local binaries MRELBP (Median 
Robust Extended Local Binary Patterns) from waveforms and 
spectrograms. We then combine the raw and spectrogram DCNN 
(Deep Convolutional Neural Networks) to increase the depression 
recognition performance. 

I. INTRODUCTION 

Depression and anxiety disorders are increasing day by day. 

A recent study after the COVID-19 pandemic shows that 1 

in 5 people developing depression. Depression is a common 

mental disorder. difficulty thinking coherently, sadness, loss 

of interest in activities, changes in appetite and sleep patterns, 

loss of energy and increased thoughts of suicide are symptoms 

of depression. 

Studies suggest that detection of depression at preliminary 

stages can aid effective treatment in a fleeting time. Accord- 

ing to WHO (World Health Organization) depression is the 

fourth most mental disorder by 2020. People avoid getting to 

psychologists to get support for their mental disorders. 

Depression is one of the difficult to diagnose disease because 

till now there is no such device or machine built that can 

accurately measure severity. The common diagnosis 

methodologies are assessments that rely on clinical judgements 

subjective patient self-report on symptom severity. 

Deep learning has been successful in various fields. Both 

theoretical and practical knowledge suggests that deep learning 

can learn a lot of information from audiovisual sources. Deep 

learning has various variants such as probabilistic model, sin- 

gle layer learning, convolutional neural networks, and Autoen- 

coders. So, in this work how spectrogram patterns of speech 

can benefit from the CNN (Convolutional Neural Network) on 

depression severity prediction. 

In summary, first to effectively capture vocal information we 

develop an automated framework. Second, for estimating 

depression severity we find complementary characteristics 

between deep learned features and hand-crafted features. Third 

deep learned features and hand-crafted features are combined 

to measure the severity of depression from speech. Data 

augmentation is proposed to address problems with small 

samples. 

The remaining paper is organized as follows earlier work on 

acoustic depression analysis is discussed in section 2, proposed 

framework and implementation details are discussed in section 

3. Dataset and experimental results are discussed in section 4. 

And in section 5 conclusion, future scope and challenges are 

discussed. . 

A. Related Work 

Depression recognition sub challenge of the audio-visual 

emotion challenge and workshop has been the platform for 

researchers to publish various depression recognition ap- 

proaches. 

AVEC2013 and AVEC2014 datasets were used to develop 

regression models and AVEC2016 and AVEC2017 datasets 

were used for classification approaches. Recorded audio is used 

in these datasets. 

Competitive audio-based models for measuring depression 

severity are described in the following section. 

Researchers have used the AVEC2013 depression recog- 

nition dataset to extract audio baseline features by using the 

open-source openEAR (open-source Emotion and Affect 

Recognition) toolkit’s feature extraction backend openSMILE. 
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Abstract:In this fastest growing world of technology , usage of mobile phones has doubled to that of PC’s . But the mobile phones 

are restricted because of the limited resources . Limited resources include CPU , battery and processing power(memory ) . In this 

paper we are going to present a framework for offloading of those heavy tasks of mobile applications like Face Detection application 

on the cloud . By heavy tasks , tasks whose computation costs more in processing and time . It allows automatic offloading of heavy 

computation tasks to a standalone android virtual machine ( cloud ) . Different parameters are considered here to declare whether a 

task has to be offloaded or not . These parameters are how much energy the task is consuming , remaining battery life of the mobile 

device on which application is running . 

 
Index Terms – android , cloud , offloader 

 
I. INTRODUCTION 

 
Across the globe mobile phones are widely used . And with the growing usage several computation intensive applications are 

blooming in the market . As mobiles phones are becoming smarter there is a boom in these applications but the device is still 

limited as we cannot increase the capacity of mobile phones beyond certain limits . So as discussed in paper [1] we are switching 

to Mobile Cloud Computing . In the backend we have a complete support system to overcome these difficulties of efficiently 

running all these applications involving heavy tasks.Google photos and Apple iOS’s Siri are examples of these code offloading 

techniques as discussed []. Many frameworks have been proposed since then . But most of them are not so convenient for 

developers working out there.In this paper we are proposing a framework for offloading of computation intensive tasks of 

applications(face detection application ) with the use of an already existing framework as mentioned in paper [1] . We are 

offloading it to a remote server . The framework does not require any changes to be made in the android device side.The static 

analysis is done to make the decision making more fast and light than the previous techniques. This framework will empower the 

application to offload its compute intensive part to the cloud via the internet after analyzing the cost of offloading over the cost of 

running the application on the phone itself. The analysis will be done using parameters like input size and internet connectivity. 

The remainder of the paper is organized as follows . In section II the existing technologies related to offloading and in section III 

we summarize the work done related to the idea we are working on . Section IV describes the design of the framework which we 

are proposing and all the architecture of our framework . The conclusion is presented in section VIII. 

 
II. LITERATURE SURVEY 

It is very vital to recognize the right technique with which we can go forward for our work . 

So in this section we will be discussing some of already existing techniques about which we read in depth . There are several 

research works proposing different code offloading techniques for improving the application’s performance and minimizing the 

energy usage by using resources in the cloud as done in paper[2]. They are discussed below: 

1. MAUI provides method level code offloading for .NET applications. This is a realtime framework as it makes its decisions 

at runtime as mentioned in paper[2]. It offers energy-aware offloading from the mobile device to the remote 

infrastructure.The MIUI is more dependent on the hardware structure of its hosts and this leads to its drawback .Mobile 

devices typically have different CPU instruction architecture than desktops and servers. Processes cannot easily run on 

devices with different architectures when using MAUI. 
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Abstract 
 

Clustering is the most utilized method in data mining. Clustering expand the intra-cluster likeness and 

limit the inter clusters closeness. DBSCAN is the fundamental density based clustering algorithm. 

Cluster is characterized as areas of high density are isolated from locales that are less thick. DBSCAN 

algorithm can find clusters of arbitrary shapes and size in enormous spatial databases. Close to its 

ubiquity, DBSCAN has disadvantages that its most exceedingly awful time intricacy compasses to O 

(n2). Additionally, it can't manage differed densities. It is difficult to know the underlying estimation of 

information boundaries. In this investigation, we have examined and talked about some huge upgrade 

of DBSCAN algorithm to handle with these issues. We examined all the improvements to computational 

time and yield to the first DBSCAN. Lion's share of varieties embraced crossover procedures and use 

apportioning to conquer the constraints of DBSCAN algorithm. Some of which performs better and 

some have their own helpfulness and attributes. 

Keywords: Data Mining, Spatial databases, Clustering, DBSCAN, spatial data mining. 
 

INTRODUCTION 
 

Clustering is a mainstream data examination strategy. Clustering algorithms can be broadly applied in 

numerous fields including: design acknowledgment, AI, picture preparing, and data recovery, etc. It 

additionally assumes a significant part in data mining. All the current clustering algorithms have their 

own qualities, yet in addition remain imperfect. As a sort of other clustering, density based algorithm is 

straightforward and high proficiency algorithm. Clustering is the way toward gathering the data into 

classes or clusters, so that objects inside a cluster have high likeness in contrast with each other yet are 

unlike items in different clusters. Dissimilarities are evaluated based on the property estimations 

depicting the articles. Regularly, distance measures are utilized. The field of clustering has gone through 

significant upset in the course of the most recent couple of many years; it has its underlying foundations 

in numerous regions, including data mining, measurements, science, and AI. Clustering is portrayed by 

progresses in guess and randomized algorithms, novel plans of the clustering issue, algorithms for 

clustering hugely huge data sets, algorithms for clustering data streams, and measurement decrease 

methods. 

We study the prerequisites of clustering strategies for a lot of data and disclose how to register 

dissimilarities between objects spoke to by different quality or variable sorts. A few examinations 

inspect a great deal of clustering procedures, coordinated into the accompanying classes: parcelling 

strategies, progressive techniques, density-based strategies, matrix based techniques, model-based 

strategies, techniques for high-dimensional data, (for example, successive example based techniques), 
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Abstract: Spatial clustering analysis is a significant spatial data mining technique. It separates objects into clusters as per their 

likenesses in both area and traits perspectives. It assumes a fundamental function in density appropriation ID, hot-spot detection, 
and trend discovery. Spatial clustering algorithms in the Euclidean space are moderately adult, while those in the organization 
space are less well-informed. Spatial data mining is the use of data mining techniques to spatial data. Data mining all in all is the 
quest for concealed examples that may exist in huge databases. Spatial data mining is the discovery of intriguing the relationship 

and qualities that may exist certainly in spatial databases. This paper planned to introduce a notable clustering calculation, named 
density-based spatial clustering of utilizations with clamour (GRID DBSCAN), to organize space and proposed another 
clustering calculation named network space DBSCAN (GRID-DBSCAN). For this reason, clustering is one of the most 
important strategies in spatial data mining. The principle bit of leeway of utilizing clustering is that fascinating structures or 
clusters can be found straightforwardly from the data without utilizing any earlier information. This paper presents an 
outline of density based strategies for spatial data clustering. 

KEYWORDS:Clustering, DBSCAN, Density- based method, Data Mining, Network Spatial Analysis, Spatial Data Mining 
 

Introduction 

Clustering is the way toward gathering the data into classes or clusters, so that objects inside a bunch have high 

likeness in contrast with each other however are unlike items in different clusters. Dissimilarities are surveyed 

based on the property estimations portraying the items. Regularly, distance measures are utilized. The field of 

clustering has gone through significant transformation throughout the most recent couple of many years; it has its 

foundations in numerous territories, including data mining, measurements, science, and AI. Clustering is described 

by propels in estimate and randomized algorithms, novel definitions of the clustering issue, algorithms for 

clustering greatly enormous data sets, algorithms for clustering data streams, and measurement decrease 

techniques. Clustering is a division of data into gatherings of comparable articles. Each gathering, called bunch 

comprises of items that are comparative among themselves and unlike objects of different gatherings. Speaking 

to data by less clusters essentially loses certain fine subtleties (likened to lossy data pressure), yet accomplishes 

rearrangements. It speaks to numerous data objects by couple of clusters, and thus, it demonstrates data by its 

clusters. Data demonstrating places clustering in a recorded viewpoint established in science, insights, and 

mathematical analysis. From an AI viewpoint clusters compare to concealed examples, the quest for clusters is 

unaided learning, and the subsequent framework speaks to a data idea. Consequently, clustering is unaided learning 

of a concealed data idea. Data mining manages enormous databases that force on clustering analysis extra serious 

computational necessities. These moves prompted the development of amazing comprehensively material data 

mining clustering strategies overviewed underneath. 

 
Figure 1.1 Process of Data Mining 
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Effective disaster management is required for the peoples who are trapped in the disaster scenario 

but unfortunately when disaster situation occurs the infrastructure support is no longer available to 

the rescue team. Ad hoc networks which are infrastructure-less networks can easily deploy in such 

situation. In disaster area mobility model, disaster area is divided into different zones such as incident 

zone, casualty treatment zones, transport areas, hospital zones, etc. Also, in order to tackle high 

mobility of nodes and frequent failure of links in a network, there is a need of adaptive routing 

protocol. Reinforcement learning is used to design such adaptive routing protocol which shows good 
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Abstract 

Presence of long term diabetes affects different body organs, one of the dominant effect it 

causes on, is retina of human eye ,called Diabetic Retinopathy(DR).DR progresses from mild 

Non-Proliferative DR too Severe Proliferative DR- leading to loss of vision. The syndromes 

it causes on retina are treatable if diagnosed in time. Earlier indications occur, due to leakage 

in retinal capillary, forming red deposits on retina, termed Microaneurysms. The occurrence 

of microaneurysms counts in diabetic retinopathy and its close correlation to the gravity of the 

disease is well noted. As a result, identification of Microaneurysms is must; to avoid the 

further impairments. A novel three stage approach for MA detection is proposed in this paper. 

Pre-processing is done using advanced - Adaptively Clipped – CLAHE and Directional 

feature enhancement using Gabor Filter, Candidate region segmentation is performed using 

Single Optimal Thresholding. Blood vessels are extracted and removed using cascade of 

morphological operations and line detectors. Further, with feature vector extraction and One 

Class-SVM, candidate regions are classified as MA’s and outliers. The proposed method is 

tested on images from publicly available DiaretDB1 dataset and accomplished the results 

compatible to the state-of-the-art methods. 

 
Keywords – AC-CLAHE, Diabetic Retinopathy, Gabor filter, Microaneurysms, OC-SVM, 

DiaretDB1. 
 

 

I. Introduction 

With an upsurge in the old masses worldwide 

there is rise in eye disorder, as a result there is a 

comparative diminution in ophthalmic assistances, 

particularly in rustic zones and emerging nations. 

The World Health Organization (WHO) has initiated 

“Vision 2020,” a worldwide lead for stopping the 

preventable visual loss by the year 2020. Eye fitness 

includes more than a few methods like magnifying 

attempts to create alertness 

regarding eye fitness, identification the syndromes 

earlier, recognition of the disease, exact analysis, and 

aimed inhibition to get better results. Current 

statistics indicates that worldwide, around 37 million 

people are blind plus124 million with low eyesight, 

exclusive of uncorrected refractive faults. The major 

reasons for worldwide vision loss are glaucoma, 

cataract corneal scarring, age-related macular 

degeneration (AMD), hypertensive retinopathy and 

diabetic retinopathy. The global 
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ABSTRACT 

This paper presents a holistic, non-intrusive approach for 

drunk and drowsy detection of the driver using computer vision 

techniques of facial landmark detection and motion detection. 

The driver's continuous real-time video feed is observed with 

the help of a smartphone camera. A single scalar quantity, Eye 

Aspect Ratio (EAR) which characterizes persistent eye blinks 

continuously analyses this feed. Simultaneously the system 

checks the body and the head movements using the differential 

imaging technique, which operates in real-time. A severity 

score indicating the fitness to drive is generated cumulatively 

using both methods. The driver is notified with the sound of an 

alarm if the results are positive based on a threshold value of 

the severity score. 

 

Keywords— Computer vision, Real-time processing, Motion 

detection, Facial landmark detection, Eye Aspect Ratio, Severity 

score 
 

1. INTRODUCTION 
Drunk and drowsy driving are the leading causes of road 

accidents across the world. Klauer et al. [1] have found that 

drowsiness increases the risk of an accident up to six times, 

which is further compounded due to nighttime conditions or in 

situations without prior sufficient sleep [2]. It is a well-known 

fact that the influence of alcohol is one of the major causes of 

reduced vehicular control and increased risk of accidents. 

Numerous studies have established that the risks of road 

accidents, injury or death increase exponentially under the 

influence of alcohol [3]. In Europe itself, there is an estimation 

of 10,000 deaths each year because of drunk driving [4]. 

Alcohol-impaired driving accidents contribute to approximately 

31% of all traffic casualties in the USA [5]. In China, Li et al. 

found that about 34.1% of all road accidents were alcohol- 

related [6]. All of these studies indicate serious human lapses 

and avoidable causes of death, which can be prevented by proper 

monitoring and alerting technology. Therefore, it is 

essential to develop a holistic, non-intrusive system to 

continuously monitor a person’s physical and facial movements 

and to alert them at critical moments to avoid road [17] and [18]; 

techniques using a stereo camera [18] and [19]. Some of these 

techniques have also been converted into commercial products 

such as Smart Eye [18], Seeing Machines DSS [19], Smart Eye 

Pro [18] and Seeing Machines Face API [19]. However, these 

commercial products are still limited to controlled environments 

and require laborious calibration techniques. Thus, there is a long 

way to go before a reliable and robust commercial product is built 

in this category. 

 

The existing systems based on real-time driver monitoring, using 

image processing techniques are largely tackling one aspect of 

the problem, i.e. either drowsiness or drunkenness. To accidents, 

thereby significantly preventing serious injury and loss of lives. 

 

2. RELATED WORK 
Existing methods use both active and passive techniques to 

develop real-time monitoring systems. Active methods use 

special hardware such as illuminators [7], infrared cameras, 

wearable glasses with special close-up cameras observing the 

eyes [8], electrodes attached to the driver's body to monitor 

biomedical signals, like cerebral, muscular and cardiovascular 

activity [9] [10]. These methods provide reliable and accurate 

detection. However, the cost of such specialized equipment is a 

major drawback hindering their popularity. These equipment are 

also intrusive that is, it causes annoyance to the driver's body 

and hinders regular driving. The unusual effect of driving in the 

presence of invasive instrumentation reduces the drowsiness in 

testing and simulation conditions. Consequently, the efficacy of 

such models is limited in real road conditions. Most of them are 

yet to be effectively introduced in the market. 
 

Passive techniques in monitoring systems majorly rely on the 

standard remote camera. A set of these passive methods are 
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Abstract—In the present scenario, digital data generation, data consumption becoming necessary due to advancement in 
technology. The business process are taking advantage of the available data. The human data processing becoming important 
in various types of applications like person authentication, verifications automatically by the machines. One of the 
application is to identify the person automatically by the machine. 

 

Face recognition technology is available for use for couple of years. The face recognition technology is limited by the use of 
the restricted environment. In this paper, the method for person identification in unrestricted environment is presented 
using deep neural network. The face recognition and body part recognition these two important steps are used to identify 
the person. 

 

Keywords--Face recognition, deep learning, Person Re-identification. 
 

1. INTRODUCTION 

Identification of the individual person using various technologies becoming important due to the use of person identification 
in various applications like verification as airport, different unities, digital transactions, access to the restricted area or 
information. 

 

The person identification problem has been studied for several years, but the human like performance for person recognition 
by the machine is not achieved. There are many challenges for the person identification such as size, color, orientation and 
occlusion. The face recognition, recently available for use in the restricted environment. 

 

The person identification is done using face matching process. In this case, face images are stored in the face database. The 
unknown face image is matched with the face images available in the face database. The Face Recognition is implemented to 
person recognition but the constraints is the person should be close enough and also should front towards the camera. This 
process of face identification has limitations for real time face recognition application. 

 

In surveillance application, person recognition becoming very important as video cameras are installed in different areas. 
Previous work related to the Identification of Person is done through Facial Recognition only and that in addition, when 
the person has to show himself in front of the camera with properly aligned face fronting camera. This approach was very 
tedious as each time person has to manually show himself in front of camera to mark himself present many areas. This 
produces large video data for the processing. 

 

The person identification in surveillance video is challenging problem due to several issues like person orientation, scale, 
occlusion by other objects, lighting illumination etc. This paper the problem of person Identification using process of the 
person re identification is explored. 

 

Person re-identification is the process of mapping images of the individual person captured from various cameras or in a 
different directions or in different situations or instances. Another way to define is allocating an identity (ID) to a person in 
multiple camera configuration. Generally the re-identification is limited to a minor duration and a small environment (area) 
covered by camera. Humans have that ability to recognize other persons by using descriptors based on the person’s  
characteristics related to body like height, face, clothing, hair style and shade, locomotion(walk pattern), etc. and this seems 
to be an easy problem for humans but for a machine to solve this problem is extremely difficult. 

 

In visual surveillance technique, it is very important to link or associate individual people across different camera 
orientations. Cross view individual person re-identification ensure automatic identification and structure of particular 
individual person-specific features or movements over huge expanded environment and it is important for surveillance used 
in many applications for example tracking people using multi-camera and in forensic search. Particularly, for doing person 
re-identification, one compares a query person (person to be identified) the image is captured by camera view against a 
database created of the many people captured in another view for creating a ranked list or array according to their 
comparison distance similarity index. 

 

The most existing methods or approaches in order to perform ReID (re-identification) by changing visual appearance such 
as shape of the face, texture of the body and color of individual or multiple person’s images. People’s appearance is naturally 
limited because of the unavoidable ambiguities related to visual ability and untrust due to appearance 
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Abstract 
Management of Cash inflow is an essential operation of banks for the ATM machines on day to day basis.So, 

Estimation of cash inflow is required in a very precise manner hence the need arises that we use the best possible 

methodology to garner optimum results .therefore,either the best single methodology or the combination of 

methodologies in an appropriate manner is needed to be sought. 

 

Index Terms- Linear regression, Gaussian bell curve, Time series analysis 

 

 
I.I NTRODUCTION 
Comparison of efficiencies of linear regression and Gaussian bell curve for cash inflow management of atm’s 

involves: 

 
1. Finding out the linear regression efficiency. 

2. Finding out the Gaussian bell curve efficiency. 

3. Finally, comparing the efficiencies and finding out the best suitable algorithm. 

 
Automated Teller Machines (ATMs) are 24-hour self-service machines that enable bank customers conducting their 

financial transactions without visiting the bank branch. In spite of online banking facilities expansion, need for ATMs 

transactions remains high over years and makes ATMs an irreplaceable devices in everyday life. In order to meet 

growing cash needs of bank clients, banks have to increase continually the number of their ATMs in different location 

to make cash available. 

 
1. While supplying ATMs with cash, Bank faces with minimizing of total costs. Total costs are consisted of 3 

basic parts: 

 

1. Cost for unwithdrawn cash in the ATM itself (cash freezing); 

2. Cost for transport from the branch to the ATM. 

3. Cost for insurance of the cash in the ATM. 
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ABSTRACT 

Fast Moving Consumer Goods come a long way from the 

production of their raw materials to finally being bought by the 

end user, that is. the customer. Their Supply Chain 

Management is a tedious task and doesn’t really provide you 

with an auditable trail. The source and thus the quality of the 

product raises few questions. The paperwork involved in this 

leads to days of auditing for even a small discrepancy arising 

in the whole SCM. One of the obvious solutions to this is the 

digitalization of the whole process. But that still doesn’t stop it 

from getting tampered. The truth still poses a question with the 

quality of the product being consumed by the end user. Adding 

another level of surety is only possible by ensuring that the data 

is not tampered with during the whole supply chain of the 

product. This is only possible by having a blockchain to 

moderate the whole process. This will not only make sure that 

the data regarding the product is true to its point but also make 

the auditing easy and fast in case of any discrepancy. Few 

western countries have already implemented blockchain for the 

products which require high quality throughout the supply 

chain. Since the type of supply chains vary and data privacy is 

required in some stages between different parties, private 

blockchains are preferred in such scenarios to create that 

balance between truth auditability and data privacy. 

Keywords— Blockchain, FMCG, Source truth auditability, 

Supply Chain Management 
 

1. INTRODUCTION 
Supply chain management of a fast moving consumer good is a 

long chain of the product preparation starting from its raw 

materials to the final consumption by an end user that is the 

customer. It begins from the manufacturing of the raw materials, 

which then move towards the processing units, distributors and 

then finally sellers. The chain isn’t really that simple as it seems 

to be. Majority of tasks are handled by paperwork in small to 

medium scaled supply chains. The large ones, though with the 

facility of digitalization for their internal workings, don’t provide 

Anup Kadam 

akadam@aitpune.edu.in 

Army Institute of Technology, 

Pune, Maharashtra 
 

being consumed by the customer. Having a quick look over the 

current supply chain and its working doesn’t reveal much about 

their underperformance in real life. Though it seems a tedious 

work over a long chain, nothing much can be done over the 

operations and working involved in it. Though, the efficiency 

can be tuned by improving the time required to solve any 

discrepancy between the multiple parties involved in the whole 

chain by automating their asset transfer operations. But the actual 

benefit lies in the ability to trace to the original source and having 

the sense of reliability that the data isn’t tampered with during 

the whole journey of product preparation. This will not only help 

the end user with a sense of satisfaction but will also force the 

intermediaries to focus on their quality control so that their 

contracts aren’t affected. 

 

The ability to have the above-mentioned functionalities without 

breaking the existing system is to have a continuous record of the 

transfer of assets taking place between the multiple parties along 

with the state of the raw materials and processed items. This is 

nothing but having a blockchain for the whole supply chain to 

make sure the data regarding the quality during the stages isn’t 

tampered with. The smart contracts, that is. the contracts between 

the multiple parties get executed automatically on the transfer of 

assets, thus reducing the time it takes to do so via the traditional 

way. This blockchain ensures that there is proper accountability 

of the data being entered into it regarding the product at different 

stages. 

But all this doesn’t mean that the data can be made public 

regarding the whole chain. The contracts being executed are 

made after an agreement between the parties involved, that is. 

they have a proper channel of execution between them. Their 

data privacy is a point of concern for them and wouldn’t want 

other parties to have a look into it. Therefore, to address this 

concern of the intermediaries, different types of blockchains are 

brought up called the private blockchains to address the 

enterprise level issues involved between parties with varied 

agreements and different level of privacies. These private 

with the concrete source of truth to ensure the quality of the food
156

blockchains, along  with the advantages of public blockchains, 
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Abstract 
 

The research in Sentiment analysis (SA) is in vastly growing stage as people become more expressive on social media, 
blogs, forums and e-commerce websites by sharing their opinions, reviews and comments. In Aspect-level SA 
opinions about various aspect or features of an entity is extracted. Users specify aspects by explicit words (i.e. Explicit 
aspects) or sometimes the aspects must be inferred from the text (implicit aspects).Detecting implicit aspects is 
challenging but very important and limited studies focused on the extraction of implicit aspects. This paper provides 
a survey on recently proposed techniques for detecting implicit aspects. We have classified the studies according to 
approaches they have followed, also specified limitations and future work stated by authors. We have discussed 
different issues in implicit aspect extraction which will give directions for future research. 
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1. . Introduction 

 
Sentiment analysis (or opinion mining), is a field of research which deals with the analysis of user’s opinions, 

sentimentsexpressed in written text. SA is currently very dynamic research area due to the fast growth of internet and 

users’ active participation for sharing, commenting and discussing over blogs, forums, social sites and shopping 

portals. SA can be helpful for manufactures, governments, businesses to get the feedback /impact of their product, 

service or decision. Sentiment Analysis is done at document-level, sentence level, and aspect-level. In document-level 
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Abstract— There are various news/articles which cannot be 

read completely in the hush of our daily schedules. Thus, 

summarization comes into picture. This paper focuses on 

summarizing a text using neural networks which creates a 

summary containing the important key points of the 

text/article. This summarization will be done using neural 

networks (word2vec model).It will focus only on English 

articles. The input given will be in .txt format. Thus it will 

make a lot easier to get a quick summary of the long articles 

and derive the conclusion about what is there in the articles 

and whether they are relevant for a user according to their 

interest. 

Key words: Word2vec, Neural Network, Abstractive, 

Extractive, LSTM 

 
I. INTRODUCTION 

As the amount of information on the web is increasing rapidly 

day by day in different format such as text, video, images. It 

has become difficult for individuals to find relevant 

information of the interest. When user queries for information 

on the internet he gets thousands of result documents which 

may not necessarily be relevant to his concern. To find 

appropriate information, a user needs to go through the 

complete documents which results in information overload 

problem which leads to wastage of time and efforts. To deal 

with this situation of dilemma, automatic text summarization 

plays a vital role [6]. Automatic summarization compresses a 

source document into meaningful content which reflects main 

thought in the document without altering information. Thus it 

helps user to grab the main notion within short time span. If 

the user gets effective summary it helps to understand 

document at a glance without checking it completely, so time 

and efforts could be saved. Text summarization process 

undergoes in three steps analysis, transformation and 

synthesis. Analysis step analyzes source text and select 

attributes. Transformation step transforms the result of 

analysis and finally representation of summary is done in 

synthesis step. 

In an abstract summary, the summarized text is an 

interpretation of an original text. The process of producing 

involves rewriting the original text in a shorter version by 

replacing wordy concept with shorter ones[9]. 

 
II. RELATED WORK 

Types of Summarization 

A large document is entered into the computer and 

recapitulated content is returned, which is a non-redundant 

extract from the original passage. Automatic text 

summarization process model can be divided into three steps. 

First is the preprocessing of source text, second is 

interpretation of source text representation and source 

representation transformation to summary text representation 

with an algorithm and in the final step, summary text 

generation from summary representation [10] . 

Feature extraction for Wikipedia articles is done 

using ten different feature scores which is fed to the neural 

network and the neural network returns single value 

signifying the importance of the sentence in the summary[8]. 

There are two distinct types   of   features:   non- 

structured features (paragraph location, offset in paragraph, 

number of bonus words, number of title words, etc.) and 

structured features (rhetorical relations between units such as 

cause, antithesis, condition, contrast, etc.) [2] 

   Extractive Method: 

Extraction is mainly concerned with judging the importance, 

or indicative power, of each sentence in a given document 

[1].Extractive text summarization involves the selection of 

phrases and sentences from the source document to generate 

the new summary. Techniques involve ranking the relevance 

of phrases in order to choose only those most relevant to the 

meaning of the source. Extractive summarization is basically 

just picking up the words from the text as it is which are 

important and putting them in the summary. No interpretation 

of the text is done in this process .We also anticipate that shod 

sentences are unlikely to be included in summaries[3]. 

There are four major challenges for extractive text 

summarization as follows: identification of the most 

important pieces of information from the document, removal 

of irrelevant information, minimizing details, and assembling 

of the extracted relevant information into a compact coherent 

report[5]. 

Abstractive Method: 

Abstractive text summarization involves generating entirely 

new phrases and sentences to capture the meaning of the 

source document. This approach is commonly used by 

humans for getting the summary but it proves to be a 

challenging approach. Classical methods operate by selecting 

and compressing content from the source document. 

Abstractive summarization techniques tend to copy the 

process of ‘paraphrasing’ from a text rather than simply 

summarizing it. The abstractive method is more difficult and 

complex as compared to extractive.It copies the way human 

gets the summaries. 

Techniques of Summarization 

   Bag of words: 

This model is a simplified representation which is used by 

natural language processing and information retrieval (IR). A 

text which can be a sentence or a document is represented by 

bag (multiset) of its words, disregarding grammar and even 

word order but keeping multiplicity. In this approach, words 

are tokenized which are used for each observation and 

frequency of each token is found. 

   TF-IDF: 
Tf-idf refers term frequency-inverse document frequency, 

and the tf-idf weight is a weight often used in information 

retrieval and text mining. TF-IDF weight is a statistical 

measure which is used to evaluate the importance of a word 

in a document in a collection or corpus. The importance 

shows proportional behaviour to the number of times a word 
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Abstract: Peoples in the disastrous areas under collapsed buildings 

or landslides need to be rescued in seventy-two hours. Ad hoc 

networks have been proved to be suitable for various disaster 

scenarios since no infrastructure needs to be deployed for 

communication. In this paper, various ad hoc routing protocols 

such as destination distance vector routing protocol, dynamic 

source routing protocol, ad hoc on demand routing protocol etc. 

are discussed and analyzed in such disaster scenario using disaster 

area mobility model on large size. Disaster area mobility model is 

more desirable in such scenario. Also these protocols are compared 

using various performance qualitative and quantitative metrics 

such as packet delivery ratio, delay, throughput, control overhead 

and energy etc. 

 

Keywords : MANET, DSDV, DSR, AODV, AOMDV, DM 

 
I. INTRODUCTION 

Many people trapped in the disastrous areas may have a 

large chance to survive if they are rescued in 72 hours [1,2] 

(Golden 72 Hrs.). Communication is required at various levels 

among peoples for their rescue and relief operations. Due to 

the disasters, existing communication setup fails [3] and it is 

also difficult to set up a new infrastructure in short period of 

time. In order to simplify the communication process, ad hoc 

networks are very much useful in such scenarios. Such type 

of networks does not need infrastructure; instead 

communication among all entities takes place through radio 

waves. 

Routing protocols in ad hoc networks are classified as 

proactive and reactive routing [4,5]. Proactive protocols are 

Destination Sequenced Distance vector (DSDV) [6,7], and 

Optimized Link State Routing Protocol.. Reactive protocols 

are Dynamic Source Routing (DSR), Ad Hoc On Demand 

Distance Vector (AODV) and Ad Hoc On Demand Multipath 

Distance Vector (AOMDV)[7,9]. 

 

The table 1 thus summarizes the various routing protocols 

discussed before. 

 
Table 1: Routing protocol summary 

Parameter 

s 

DSDV AODV AOMDV DSR 

Type of 
Routing 

Proactive On-deman 
d 

On-deman 
d 

On-deman 
d 

Route Periodic, No No No 
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Movements of nodes inside ad hoc network are characterized 

by mobility models [10]. Random Waypoint mobility model 

is the most widely used in ad hoc networks. Manhattan 

mobility model also allows nodes to move determined paths 

like vehicles. In Disaster area model, various action areas 

such as incident location, transport location, casualty’s 

treatment area and hospital zone exists. All peoples trapped in 

disasters area and involved in rescue operations belongs to 

any of the above areas. 

 
II. TECHNOLOGY USED 

In disaster area model (DM), the disaster scenarios are 

divided into different action areas [11] and the movements of 

nodes emulate the movements of ambulances taking injured 

people and other vehicles. Every person belongs to any of the 

above areas and represented by nodes. [12,13]. Separation of 

room method is used in this. Thus the disaster scenario is 

divided into different areas. There areas are: (1) incident site, 

(2) casualty’s treatment area, (3) transport zone, and (4) 

hospital zone. 

../bin/bm -f emer2 DisasterArea -n 250 -x 500 -y 500 -p 10 -a 

1   -g   140   -r   3   -e   6   -q   3   -d   100   -i   1   -j   1   -b 

20,190,20,174,56,190,56,174,38,174,56,182,1,40,30 -b 

66,110,92,110,66,60,92,60,79,110,79,60,2,40,30 -b 

20,190,20,174,56,150,56,174,38,174,56,182,1,40,30 -b 

75,200,75,170,225,200,225,170,75,182,140,170,0,40,30   -b 

160,15,160,55,200,15,200,55,270,0,130,0,160,25,200,25,4, 

50,30 -b   40,10,65,10,65,35,40,35,50,10,50,11,3,40,30   -o 

230,200,230,140,270,200,270,140 

../bin/bm NSFile -f emer2 –d 

The various configuration parameters are set as follows: 

# 0 incident location 1 patients waiting for treatment area, 3 

for technical operational command, 4 for ambulance parking 

# For 1, 08 wanted groups and 04 transport groups 

# For 2, 07 wanted groups and 00 transport groups 

# For 1, 08 wanted groups and 05 transport groups 

# For 0, 12 wanted groups and 10 transport groups 

# For 4, 12 wanted groups and 10 transport groups 

# For 3, 3 wanted groups and 0 transport groups 
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Popularity of Mobile ad hoc network in research is due to their ad hoc nature 

and effectiveness at the time of disaster management when no infrastructure 

support is available. Due to the limited transmission range of wireless network 

interfaces, multiple network hops may be needed for nodes to exchange data 

across the network. In such a network, each mobile node operates as a router, 

forwarding packets for other mobile nodes in the network that may not be 

within the direct reach. Routing protocols developed for wired networks such 

as the distance vector or link state protocols are inadequate here as they not 

only assume mostly fixed topology but also have high overheads. This has lead 

to several routing algorithms specifically targeted for ad hoc networks. In this 

paper, we include the MANET supported routing protocols and their 

performance analysis over different performance parameters such as packet 

delivery ratio, delay, throughput, control overhead and energy etc. 
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1. INTRODUCTION 

Wireless network is one of the types of data communication network that utilizes wireless connections 

for connecting devices for exchanging information [1, 2]. Wireless network technology avoids the expensive 

method of the installations of cables for the data connection between devices within various locations. Radio 

networks and Wi-Fi local networks are two of the examples of wireless networks. There exists two main 

classification of wireless networks; infrastructure and infrastructure less wireless networks. In the former, the 

data communications are created and maintained through access points or routers. An example of this type of 

network is cellular networks. The latter type is basically known as Ad hoc networks. In such a network where 

stations are capable of created by themselves and exchanging information between them in a multi-hop style 

without the fixed infrastructure. Such an infrastructure less property of the network can be easily adapt in a 

given location. 

The highly dynamic nature of a mobile ad hoc network results in frequent and unpredictable changes 

of network topology, adding difficulty and complexity to routing among the mobile nodes. The challenges 

and complexities, coupled with the critical importance of routing protocol in establishing communications 

among mobile nodes, make routing area the most active research area within the MANET domain [3]. 

 
 

2. PROPOSED MODEL 

MANET has routable networking environment to process the exchange of information or packet from 

one node to other node. Different protocols are simulated for measuring the packet drop rate, the 

overhead introduced by the routing protocol, end-to-end delay of packet, network throughput, 
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1. Introduction 
 

 

An ECG can provide important information related to 

heart abnormalities. The information obtained is useful 

for diagnosis purpose. ECG is observed by placing elec- 

trodes at different positions. The ECG signal has different 

peaks and valleys such as P, QRS complex and T wave1. 

The ECG signal is shown in Figure 1. 

Transform based compression techniques produces 

better CR. Hence researchers are focussing on techniques 

such as DCT2, Burrows-Wheeler Transformation3, KL 

transform, DCT Wavelet transform4, etc. The important 

goal is to achieve higher CR and lower PRD. Hence there 

is a lot of scope for ECG signl compression. This paper 

presents a QRS complex compression of ECG signal. 

The paper is presented as follows: Literature Survey 

is presented in Section 2, The Technique of compres- 

sion is highlighted in Section 2. The Method used and 

Results and Discussion are covered in Sections 3 and 4 

respectively. Conclusion and References are included as 

concluding sections. 
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Abstract 

Objectives: In this paper we present, compression of QRS complex of ECG signal by hybrid technique. The methodology 

employs both cascade and parallel combination of DCT and DWT. Methods/Statistical Analysis: QRS complex is an im- 

portant part of ECG signal used by doctors for diagnosis purpose. The transmission of QRS complex requires less memory 

and complexity as compared to the complete ECG signal.The methodology employs both cascade and parallel combination 

of DCT and DWT. The performance measures such as PRD (Percent Root mean square Difference) and CR (Compression 

Ratio) are used to validate the results. Findings: MIT-BIH ECG database is used for the study. The threshold based technique 

is implemented on both cascade and parallel system. The cascade technique shows improved CR and proved to be better 

than the parallel sytem in terms of storage and transmission. The lower value of PRD also demonstrates the improved qual- 

ity of the reconstructed signal in the cascade and parallel system. Application/Improvements: The cascade system with 

a high CR requires less memory. Both the cascde and parallel system show good reconstruction quality with the low PRD. 
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Abstract - Technology is advancing day by day, more advanced cars are being built every year but still we are not able to reduce 
the no. of road accidents. Approximately 1.35 million people die each year as a result of road traffic crashes. Road traffic crashes 
cost most countries 3% of their gross domestic product. More than half of all road traffic deaths are among vulnerable road users: 
pedestrians, cyclists, and motorcyclists. 

 
When the vehicle is four-wheeler and an accident occur than the chances of serious injuries or even deaths increases. We need more 
efficient systems which can prevent the accidents and help us to reduce them. One of the most common mistakes committed by 
human driver is talking on phone while driving or not paying attention on the road. Sudden change of the lanes leads to accident. 

 
A lane detection system can be built and which can identify the lanes and indicate the driver on sudden alteration in the lanes. Most 
of the car companies have ongoing projects on these technologies. This can be done with the help of image processing. 

 
I. INTRODUCTION 

 
A lane segmentation system is built using image processing. Image processing can be done with help of the python library like 

OpenCV. OpenCV provides various functions and tools to work on frames captured by the camera. With the help of OpenCV 
many complex calculations can be done easily. 

 
For making a prototype we need a camera, a bot and a raspberry pi. The camera will be mounted on the top of the bot and the 
raspberry pi will be fit on it. The raspberry pi will be operated with the help of a battery. The camera will capture the live events 
and provide them to raspberry pi. The camera captures frames which are then passed to the raspberry pi which does further 
processing on the frames. We can even control the frame rate too. We need to import NumPy library in our code which provides 
a high-performance multidimensional array object, and tools for working with these arrays. 

 
For better efficiency and good outcome, we need powerful cameras. 

The model architecture is shown in figure 1. 

A. Morphological Transformations: 
 

Morphological transformations are operations which are performed on the images on the basis of their shapes. The image is 
first converted in binary form and then the transfor-mations are applied. Two inputs are given to the function. First is the original 
image and second is the kernel or the structuring element which decides the nature of the operation. There are many types of 
morphological transformations. The two basic types are Erosion and Dilation. 
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ABSTRACT 

Recent researches and surveys have provided us with the evidence that distracted driver is a major cause of vehicle crashes all 

around the world. In-vehicle information systems (IVIS) have raised driver safety concern and thus, detecting distracted driver 

is of paramount importance. The project (or paper) shows a method of real-time distraction detection and initiates safety 

measures. In the realization of this project we have used Web-Cam, Raspberry Pi (a low cost, small size computing device), along 

with concepts of deep learning and convolutional neural networks. We classify drivers into multiple categories of distraction, 

some of them are texting, drinking, operating IVIS etc. Web-Cam feeds the classifier with real-time images of the driver of a 

particular vehicle. The system also constitutes a buzzer alarm which rings once the distraction is detected. 

Keywords: Machine Learning, Convolutional Neural Network, Classification, Hyper parameters. 

1. INTRODUCTION 

Distracted driving is characterized as a movement which 

redirects a man's concentration or consideration from his 

fundamental errand of driving. These sorts of exercises 

incorporate utilizing a cell phone, eating and drinking, 

discussion with co-travelers, self-preparing, perusing or 

watching recordings, modifying the radio or music player and 

notwithstanding utilizing a GPS framework for exploring 

areas. Among the greater part of the above, cell phone 

utilization is said to be the most diverting component. 

Diverted driving has been distinguished as an essential hazard 

factor in street activity wounds. Cell phone use has formed 

into an essential  wellspring of driver diversion as it can 

prompt drivers to take their consideration off the street, 

consequently making vehicle tenants more helpless against 

street crashes. The utilization of cell phones while driving 

causes four kinds of commonly non-selective diversions – 

visual, sound-related, subjective and manual/physical. While 

visual diversions make drivers turn away from the roadway, 

manual diversions require the driver to grasp their hands off 
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the guiding wheel; sound-related diversions cover those and 

Sounds that are critical for the driver to hear while driving 

and intellectual ones incite the driver to consider an option 

that is other than driving. 

A system with web-cam integrated to raspberry pi running 

python classifier can be used to capture the image and 

classifying it into either distracted state or safe driving state. 

If the driver is in a distracted state, a buzzer alarm is 

generated. For classifier, we have obtained the dataset of 

drivers driving in different states. This is fed in as our training 

data set and with an open source machine learning python 

library Scikit-Learn a classifier is generated to predict the 

distracted state of the driver. Following states of the driver is 

to be predicted: texting, talking to co-passengers, phone call, 

looking left or right, reaching back seat, self-grooming, 

operating IVIS and eating or drinking. We aim at building an 

integrated system of webcam and classifier model based on 

Convolutional Neural Network which would classify images 

based on different states of the driver. The training set used 

for building the model has been taken using a static driving 
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Abstract 
With emerge of increasing research in domain of future wireless communications, mas- sive 

multiple input multiple output (MIMO) attracted most of researchers interests. Mas- sive 

MIMO is nothing but high speed wireless communication standards. The performance of 

MIMO systems is based on techniques used for channel estimation. Efficient channel 

estimation leads to spectral efficient wireless communications. There are number of chan- 

nel estimation techniques presented recently in literature with pros and cons. The recent 

method shows the spectral and bit error rate (BER) efficiency, however apart from this, there 

is need of improving the peak to average power ratio (PAPR). Recently we proposed, novel 

channel estimation method as the existing channel estimation techniques failed to 

effectively solve the inter symbol interference (ISI) problem. The presence of ISI in 

MIMO-OFDM may leads to worst performance. Our proposed blind channel estimation 

is combined with independent component analysis (ICA) hence this method is called as 

hybrid ICA (HICA) to minimize the ISI effect. The extensive simulation analysis of pro- 

posed HICA required to claiming the scalability as well as reliability. In this paper, pro- 

posed study on additional performance metrics such as PAPR and computational costs 

(energy) along with BER and spectral efficiency performances. The result claims that HICA 

is not improving the PAPR and energy performances significantly. 

Keywords MIMO-OFDM · Channel estimation · Spectral efficiency · Error rates · ICA · 

Interference · PAPR 

 
1 Introduction 

 
Since from last 5 years, there is continuously growing requirements for higher data rates 

on constrained resources and available bandwidth. This demand of higher data rate is 

resulting into increased interest of researchers to initiate the working towards 5G (fifth 

generation) wireless communications [1]. For such future wireless communications, 
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Abstract—Productivity of the crops is affected due to diseases. Traditional disease diagnosis system is very time consuming in 

which pathologist carried out experimentation in the laboratory. Hence it is needed to produce the system which diagnosis the 

disease accurately and fast with the help of the technology. Identifying disease of crops in its early stage is a major challenge in 

front of researchers. Many machine learning algorithms and image processing techniques are applied to efficiently identify the 

disease based on the symptoms that appeared on the leaves. In this paper, the infected leaf is segmented using the Kmeans 

clustering algorithm and further the 12 texture features are extracted from the segmented image. The backpropagation (BP) 

algorithm is used for identifying the disease. Here two versions of the backpropagation i.e. online BP and batch BP are used. The 

Pomegranate infected leaf image database is used for the experimentation purpose. It is observed that online BP performance is 

better as compared to the batch BP. 

Keywords—Leaf disease, Agriculture,Backpropagation neural network 

I. INTRODUCTION 

Agriculture is the prime and important occupation in India, 

which is facing problems of the low productivity. Precision 

agriculture is the field in which the latest advanced 

technologies such as remote sensing, computer vision, 

image processing and machine learning are used to improve 

the productivity. When the plants are infected with disease, 

its symptoms are physically appeared on its leaves. The leaf 

disease diagnosis system uses these symptoms and detects 

accurately the disease of plant in early stage, using machine 

learning and image processing algorithms. Hence, the 

measures can be taken at proper time to diagnosis the 

disease. Leaf disease diagnosis system consists of the 5 

steps: Image Acquisition, Image Preprocessing, Image 

Segmentation, Feature Extraction, Image classification. In 

Image acquisition step, the infected and healthy leaf images 

are aquired either by camera or spectrometer. Digital 

camera will capture color image which is RGB visible band 

reflections, whereas spectrometer captures the other 

electromagnetic spectrum band reflections (i.e. 

Hyperspectral imaginging) which helps in identifying 

disease at its early stage. In [1], S. Sankaran has given 

detailed review of plant disease diagnosis where they 

discussed about difference between colour and 

hyperspectral imaging. Sometimes these images are either 

not clear or contain the unwanted signal i.e. noise. In image 

preprocessing, the images are enhanced 

using some image enhancement techniques such as contrast 

stretching or histogram equalization. The noise is removed 

from the image using different filtering mechanisms. Once 

the image is preprocessed, the segment of the infected part 

of image is extracted and used for further processing. This 

process is known as the segmentation. The most important 

step of the leaf disease diagnosis system is the feature 

extraction technique used in the system. The success of this 

system is majorly dependent on the features, that are 

extracted from the infected images. Color, texture and shape 

features are extracted from the infected image. These 

features are further given as an input to the classifier which 

identifies the disease. There are many classifiers such as 

Support Vector Machine, Backpropagation neural network, 

K Nearest Neighborhood and Naïve bays algorithm, which 

can be used in leaf disease diagnosis system. 

Backpropagation algorithm predicts disease accurately. In 

this article, the online and batch backpropagation 

algorithms are used for leaf disease classsification. Kmean 

algorithm is used here for the segmentation. Total 12 texture 

features are extracted from the Gray Level Cooccurance 

Matrix (GLCM). It is observed that online BP performance 

is better than the batch BP. 

The paper is organized as follows, Section I contains the 

introduction of leaf disease diagnosis system, Section II 

contains the related work carried out on segmentation, 
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