
 

Criterion 6- Governance, Leadership and Management 

6.3 Faculty Empowerment Strategies 

6.3.2.Number of teachers provided with financial support to attend conferences / 

Research/ Workshop  work for the Acadamic Year  

                  

 

Year 
Name of 

teacher 

Name of conference/ 

Research Work 

attended for which 

financial support 

provided 

Name of the 

professional body 

for which 

membership fee is 

provided 

Amount 

of 

support 

 

 

Page 

No 

2022-2023 

ETC 

Prof.Shilpa 

Pawar ICIRMEEE  
AMET University, 

Chennai 
5000 

1-2 

2022-2023 

MECH 
Pritee Purohit NA IEI Membership  8260 

3-4 

2022-2023 

COMP 

Sharayu 
Lokhande 

International Conference 

on Multi-Disciplinary 

Research Studies and 
Education (ICMDRSE-

2022) Virtual Mode 26th-

27th May 2022 

  

14500 

5-6 

2022-2023 

IT 

Dr.Ashwini 

Sapkal 

workshop on wirtting 

R&D grants praposal for 
womens engineers 2023 

IIT,Gandhinagar 8334 

7-9 

2022-2023 

ASGE 

Dr. Seema 

Tiwari 

Expenditure for 

analysis work 

  

6400/- 

10 

2021-2022 

ETC 
Dr.Sushma Patil 

FDP Electronics and ICT 
5000 

 

 

2021-2022 

MECH 
S M Gaikwad 

ISHMT-ASTFE Heat and 

Mass Transfer Conference 
NA 7186 

11-12 

2021-2022 

COMP 

Prof Vaishali 

Ganganwar Reimbursment of Paper   
13100 

13-23 

Prof Sharayu 
Lokhande 

3rd IEEE Conference of 

emerging smart 
computing & informatics 

2021    

5000 

24-26 

2021-2022 

IT 

Prof.Vaishali 

Ingale 

Prof.Rupali 
Bagate 

Papper published in 

nternational Conference 
on Communication and 

Information Processing 

2021 

Nutan COER,Pune 13000 

27-30 

2021-2022 

ASGE 

 

Mr. Vitthal 

Hivrale 

 

 

International 

Conference on Smart 

Innovations for Society 

"ICSIS-2022" 

  

 

 

5000/- 

 

 

 

31-32 



Mr. Rushikesh 

Patil 

International 

Conference on Smart 

Innovations for Society 

"ICSIS-2022" 

  

5000/- 

 

33-34 

2020-2021 

ETC 

Mr Vijaykumar 

Karra 

AICRE Vishwakarma 

Awards Regional 

Convention at Bhopal AICRE 

7,783 

35-36 

Ms Shilpa 

Devram Pawar 

5th International 
conference on 

communication & 

Electronics System ICOCES 

7000 

37-38 

2020-2021 

MECH 
Nil Nil Nil Nil 

- 

2020-2021 

COMP 
Prof. N Singhal 

Reimbursment of Patent   

5000 

39-40 

2020-2021 

IT 

Prof.Rupali 
Bagate  

Publishing paper in 

International Conference 
on Pervasive Computing 

2020 

SKNCOE,Pune 8000 

41-42 

2020-2021 

ASGE 

Dr Seema 

Tiwari 

XRD,TGA,DSC,FTIR 

& TEM 

  
17,896/- 

43-45 3rd International 

conference, VIT 

Vellore 

VIT 

8500/- 

2019-2020 

ETC 

Dr.Harjeet Kaur Python Workshop  IIT Bombay 6500 46 

Dr.P.B 

.Karandikar 

Paper Presentation 
ICCCCES MEA 

Engg.College Kerla 6853 

49-53 

Paper Presentation IEEE Conference 

2019-2020 

MECH 

S M Gaikwad 

ISHMT-ASTFE Heat 

and mass transfer 

conference 

NA 18000 

54-55 

J D Patil 

25th National and 3rd 

International 

ISHMT-ASTFE Heat 

and mass transfer 

conference 

NA 26535 

56-57 

2019-2020 

COMP 
Nil Nil Nil Nil 

- 

2019-2020 

IT 

Dr. Ashwini 

Sapkal 

2nd International 

Conference on Soft 

Computing & Signal 
Processing  

ICSCSP 2019 10390 

 

58-59 

 Prof.Aparna 

Joshi 

International Conference 

on Emerging 

Technologies in 
Computer Engineering 

2019 

ICETCE 2019 18701 

60-63 

Prof.Rupali 

Bagate  

International Conference 

on Intellegent data 
communication 

technologies and Internet 

of Things 2019  

ICICI-2019 7500 

64-66 



Dr. Ashwini 
Sapkal 

 CSI Annual Convention 
2020  

KIIT 
Bhuvneshwar,Odisha 

14543 
67-72 

2019-2020 

ASGE 

Dr Ganesh 

Mundhe 

PCDMAN   
9425/- 

73-74 

Dr. Seema 

Tiwari 

Workshop on IPR at 

RGNIIPM 

RGNIIPM 
9060/- 

 

- 

 International 

conference  

  
6000/- 

2018-19 

ETC 

Prof.Sushma 

Wadar, 

Mr.Avinash 

Patil 

IEEE Conference, 

Chennai 
Conference 19624 

 

75-79 

Dr.G.R.Patil 

MOOC Course 
Certification 

  

7127 

 

80-81 

National Convention of 

AICTE-ECI-ISTE 
  

2018-2019 

MECH 

S M Gaikwad 

FMFP-2018 7
th
 

International and 45
th
 

National Fluid 

Mechanics and Fluid 

Power Conference 

NA 8728 

 
82-83 

J D Patil 

NSCS-27 27
th
 National 

symposium on 

cryogenics and 

superconductivity 

NA 9320 

 

84-85 

2018-2019 

COMP 

Prof. Sagar 

Rane 
TWDS Paper    6000 

86-87 

Dr S R Dhore Publication of Paper IEEE   6000 88-92 

2018-2019 

IT 

Prof.Ashwini 

Sapkal 

Publish paper in ICACC-

2018 
ICACC-2018 14331 

93-94 

2018-2019 

ASGE 
Nil Nil Nil Nil 

- 
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format  
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Abstract: Sentiment analysis, which automatically extracts expressions from text, has gained a great deal of analysis attention 
within the past decade. Sentiment analysis for social networking sites has become an emerging field in text mining, however 
once we quote email that is wide employed in communication in our everyday tasks analysis into email sentiment analysis isn't 

to identical proportion. Earlier very less work has been done in extracting emotions from emails. The aim of this paper is to 
perform sentiment analysis and quantify the emotional intentions expressed in emails and highlighting the dominant one by 
using Machine learning models like Naïve Bayes, Support vector machine (SVM), RNN (Recurrent Neural Network), 

Convolution Neural Network (CNN), Word2Vec and comparing the performance of these model. We have classified the 
emotion into eight totally different classes of the Plutchik’s emotion wheel: joy, trust, fear, surprise, sadness, expectation, 
anger, and disgust. we have used TF-IDF (Term Frequency Inverse Document Frequency) for feature extraction, to train 

Naïve-Bayes classifiers and SVM. We have trained all our models on Dens-Dataset and predict emotions from the document 
passed to that later, which resulted in achieving maximum accuracy using RNN. Dens-Dataset has 10,710 entries containing 
emotions, which are in Plutchik's wheel.  

Keywords: Sentiment Analysis, Emotion Classification, NLP (Natural Language Processing), Plutchik Wheel, Emails, Dens-
Dataset  

 

1. Introduction  

Email is one amongst the foremost reliable means that of on-line correspondence and has become an especially 

important means that of official communication for many organisations and people. Within the company world, 

folks use email as a proper technique of human activity with their customers or sharing their opinions. With the 

increasing use of email, prioritising associated organising emails is turning into an insurmountable task. A 

common user spends a big quantity of your time reading, understanding, and responding to emails. Filtering 

emails based on emotions will reduce efforts and save time. 

We have focused on finding the emotions present in the email and quantifying them also highlighting the 

dominant one. A lso, to narrow down the emotions to a limit we are using Plutchik’s wheel and have took 8 

prominent emotions from it which are: anger, expectation, disgust, sadness, joy, trust, surprise, fear. 

Robert Plutchik took eight emotions of basic categorised as basic and eight other emotions categorised as 

advanced, each one contains 2 basic emotions and created an emotion wheel. Aggression, contempt 

disappointment, submission, optimism, remorse, awe and love are the advanced unit of emotions formed by the 

following 8 fundamental unit of emotions anger, expectation, disgust, sadness, joy, trust, surprise, fear. 

Varied approaches like reaction, visual communication, facial expressions, etc. can be used for detecting 

emotion. However, the utilization of text desires a lot of improvement. And email was not in focus while finding 

out emotions from text. 

Various algorithms like NB, SVM, CNN, RNN, Word2Vec are matched mistreatment experimental results. 

The dataset employed in this paper is named Den's dataset. The analysis is considered as classification. The 

complete implementation is completed in Python. 

 Highlights of this paper are as follows: 

• Using Plutchik’s wheel of emotions for emotion analysis. 

• Focused on emails and finding out the emotions present in email. 

• Quantification of emotions from the emails and highlighting the dominant one. 

• Used Naive Bayes, Word2Vec, SVM, RNN, CNN methods to find of emotions. 

• Comparing the accuracy and f1 score of the above-mentioned methods. 

 

The schema of this paper is delineated as follows. Second section provides an outline of previous analysis and 

work done on sentiment and feeling analysis. Third section defines Dataset and its statistics. Fourth section 
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defines emotion classifications and Plutchik’s wheel. Fifth section defines Pre-processing and Methods used and 

their accuracies. Finally, Section six summarises the findings, limitations, and future work of this paper. 

2. Related Work 

In the recent years with the increasing importance of emotion or sentiment analysis/detection in text, audio, or 

videos feed (facial expressions) the field has been an area of research by data analysts. But here as we focus on the 

emotion detection on text, the road has been rather bumpy because of the nature of the problem itself. Walking 

towards the target the first task is to choose the framework considering the sentiment or emotion. Previously in 

this area Rayan Salah Hag Ali and Neamat El Gayar [1] made utilisation of the Enron email dataset to train the 

classifier. Then implemented TF-IDF for feature extraction, to train Naïve Bayes and Support vector machine 

(SVM) classifiers. 

LSTM (Long Short-Term Memory) based approach on sentiment classification was proposed by Dr. Gorti 

Satyanarayana Murty and Shanmukha Rao Allu [2]. The distinguished feature provided by LSTM is that it 

generates output at every step taken or time and this output obtained is utilised to train the network using gradient 

descent. Looking at performance of LSTM we see a significant accuracy of 85% in emotion detection with the 

condition that more training data is provided to the model. Tool SENTA can be handed down to investigate the 

practicability of numeric form categorization by performing it on a dataset which consist of tweets distributed 

under 11 different sentiment classes by Mondher Bouaziziand Tomoaki [3]. The tweet dataset is manually 

annotated, and the result so obtained was compared against human annotations and the F1 score obtained after 

completion of experiment was 45.9%. Muhammad Babar Abbas and Mukarram Khan [4] performed 

sentiment detection using various algorithms, their main purpose was to choose a suitable algorithm to be utilized 

in automatic email response system. The performance of Naïve Bayes, SVM, FNN (Forward Neural Network) and 

RNN algorithms were compared with each other. The accuracy of RNN improved with each epoch to a final of 

87% where it started with 26% only at the first epoch.  

A different approach of creating a vast collection of tweets labelled wih Plutchik’s, Ekman’s and POM’s 

classification of sentiments was done by Niko Colneric and Janez Demsar[5]. RNN was able to perform better 

than the mark set by common bag of words model. Research suggests that it is best to train RNN on sequence of 

characters rather than on sequence of words. Using this approach, the model gives much accurate results and no 

pre-processing or tokenisation is required. A hybrid sentiment analysis model formed by combining K-means 

clustering and SVM was formed which took Email data as dataset was performed by Sisi Liu and Ickjai Lee [6]. 

This approach gave better results in terms of accuracy as compared to SVM, NB, LR and J48. Thereby making the 

combined K-means and SVM algorithm the suitable algorithm for our problem statement. 

3. Dataset 

 The dataset that has been used in this paper is Dens-dataset [7]. DENS stands for Dataset for Emotions of 

Narrative Sequences. It was collected from each classic literature out there on Project pressman and fashionable 

on-line narratives out there on Wattpad, annotated victimization Amazon Mechanical Turki. 

Dataset contains 10710 passages extracted from on-line narratives on Wattpad and literature on project 

Johannes Gutenberg and categorised into 8 broad emotions that are anger, joy, sadness, anticipation, surprise, fear, 

disgust and trust. Fig 1 shows email passage samples from the dataset. 
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Fig 1: sample email passages from Dens Dataset 

Dataset for Emotions of Narrative Sequences (DENS). The DENS dataset contains a total of 10710 passages 

that are unit narratives, the common sentences per passage is half-dozen or half-dozen sentences per passage. 

Also, the common word gift in every sentence is sixteen i.e., sixteen words per sentences. and therefore, the 

average length of eighty-six words.  

The size of this dataset is 4.5 mb. It has total 10,710 entries with totally different emotions. There are unit eight 

classes of emotions gift in this dataset. These are unit anger, joy, sadness, anticipation, surprise, fear, disgust and 

trust. Fig 2 shows number of samples per class in Dens dataset. The entries that are unit gift within the passages of 

multi-class feeling analysis are unit long-form recital in English. From classic literature on the market on Project 

Gutenberg and fashionable on-line narratives on the market on Wattpad, annotated mistreatment Amazon 

Mechanical Turki the dataset (DENS) for sentiments of Narrative Sequences was collected. 

Emotions Number of samples 

Joy 3301 

Trust 2130 

Fear 1313 

Surprise 1302 

Sadness 880 

Disgust 722 

Anger 596 

Anticipation 466 

Fig 2: Dens dataset statistics 

4. Emotion Classification 

Paul Vagn Walfrid Ekman designed a stock of six salient emotions based on facial expressions:  joy, 

disappointment, disgust, anger, surprise and fear. A wheel-like diagram was traced by Robert Plutchik with a 

stock of eight salient contrastive emotions pairs:  trust - disgust, joy - sadness, surprise – anticipation and fear- 

anger.  We tend to treat every of those emotions as a independent class also ignore the various degree of intensity 

identified by Plutchiks wheel of emotion. The Mood States Profile may be a psychological tool for assessing a 

human state of mood. Sixty-five adjectives are recognized and rated on a five-point-scale by the topic. Every 

adjective fall into one in every of six classes. Looking at instance, feeling irritated includes a positive impact on 

the anger class. The upper the score of associate degree adjective, a lot of it contributes to the general score for its 
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class, except for relaxed and effective, whose contribution to the freelance classes is negative. we've removed the 

adjectives relaxed and economical, that have a negative contribution, because of the text containing them would 

represent counter examples to the relevant class. 

From now on, we will refer to these classifications and go on with Plutchik’s wheel. 

 

 

Plutchiks Wheel of Emotions: The dataset is elucidated on transformed Plutchiks wheel of emotions. The 

original Plutchiks wheel includes eight primary emotions: Surprise, Joy, Disgust, Sadness, Anger, Trust, Fear, 

Anticipation, Trust. Also, a lot of complicated emotions can be shaped by fusing two salient emotions. Consider 

Love which can be outlined as a mixture of Joy and Trust. Anger will vary from the emotion of Annoyance 

(modest) to Rage (temper). Plutchik’s wheel also represents the intensity of a feeling. 

5. Methodology 

The modeling process of our product is divided into two prominent parts.  

1. Data Preprocessing part 

2. Machine Learning models 

5.1 Data Preprocessing  

We have applied following text preprocessing steps. 

Lowercasing: Lowercasing all of your text information in text preprocessing is useful and applicable to many 

texts mining and informatics issues and may facilitate in situations wherever your dataset is not terribly giant and 

considerably helps with consistency and uniformity to expected output.  

Tokenization: Tokenization is a technique of breaking a given text into tiny chunks that may be words or 

sentences known as tokens. These tokens create some type of context or develop some informatics models. We 

tend to separate the sentences into words as we want to perform stemming and stop word removal techniques 

which might create the natural language processing economical.  

For eg: “Shirt with dogs and cats” ----Apply Tokenization----> [“Shirt”, “with”, “dogs”, “and” “cats”]  

Stop Word Removal: Words that give no meaning to the data but are used to join couple of words are known 

as stop words like “and”, “the” etc. that don't highlight a exact meaning and therefore they must be removed.  

For eg: [“Shirt”, “with”, “dogs”, “and” “cats”] ---Apply Stop Word Removal----> [“Shirt”, “dogs”, “cats”] 

Notice that “and”, “with” words are removed within the output.  
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Stemming: In order to understand the meaning of the word distinctly the suffix part of it is removed and the 

word is reduced to its root word, the process is known as stemming. 

For eg: [“Shirt”, “dogs”, “cats”] ---Apply Stemming---> [“Shirt”, “dog”, “cat”]  

Notice that the “s” prefix of “cats” and “dogs” are removed within the output. 

Normalization: 

Text normalization is a highly look-over pre-processing technique. It is the method of mutating the text into 

standard form. Take an example, the word “gooood” and “gud” is remodeled to “good”, its standard type. One 

more example is mapping of close to similar words like “stopwords”, “stop-words” and “stop words” to merely 

“stopwords”. 

5.2 Machine Learning models 

In this part we have implemented some of the most prominent machine learning model after doing intensive 

literary review in the field of sentiment analysis and emotion analysis. The results produced and the working 

mechanism encourage us to select all these models out of all present in the emotion analysis realm. Our task over 

here is to test the model with our database in hand and check the accuracy/performance of all the model. Our final 

decision comes on output but also the form in which the output is obtained, thereby finalizing one model to be 

used in the final project stage.  

Method 1: Naïve Bayes’ Classifier  

A machine learning algorithm Naive Bayes is used to solve problems based on classification. It uses Bayes 

Theorem assuming all independent predictors. Naive Bayes is time efficient and is appropriate for multiclass 

classification. It makes assumption of feature independence which if holds true then it performs a cut above other 

model. Training data required for this model is less. It works more efficiently for variables with categorial input 

than numerical. The beginning points of the Bayes theorem of conditional probability, states for a given data point 

q and D class: 

 P (D / q) = P(q/D) /P(q)  

For a data point we assume that 

q= {q1, q2 ,...qj}, The probability can be estimated for x by considering the probability of each of its traits that 

occurs in the provided class as independent, consider: 

P(D / q) = P( D ). ∏ P (qi/D) 

After dividing the dataset into 8:2 ratio as training and testing data we get an F1 score of 0.32. 

Method 2: Support Vector Machine 

Support Vector Machine is supervised machine learning algorithmic program which will be used for each 

regression or classification challenges. SVM performs classification by finding the hyper-plane that differentiate 

the categories we tend to aforethought in n-dimensional house. SVM attracts that hyperplane by reworking our 

knowledge with the assistance of mathematical equations known as “Kernels”. SVM try and highlight words that 

square measure additional attention-grabbing, e.g., recurrence during a document however not across documents, 

thus help us to encode as much as information as possible from text. We have created a Radial basis perform 

kernel (RBF)/ mathematician Kernel SVM classifier that may be a standard Kernel technique it is a perform 

whose worth depends on the space from the origin or from some purpose.  

Following is format of Gaussian Kernel: 

 

| |X1 – X2 | | = Euclidean distance between X1 and  X2 

Using the Euclidean distance in the original space, we obtained the dot product that is similarity of X1 and X2. 

After implementation we got an F1 score of 0.33 

Method 3: Convolutional Neural Network 

CNN is the part of Supervised Deep Learning Algorithm. CNNs the first supervised learning algorithm to 

successfully get trained on multilayer network structure. CNN use spatial relation to decrease the number of 

parameters and to improve the training performance and accuracy. Its schema is multilayer convolution. 
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Advantages of CNN 

CNN are the regularized version of multilayer perceptron. It means fully connected network, and each neuron 

of one layer is connected to all the neurons present in the next layer. This full connectivity helps this neural 

network to prone overfitting of data. It requires very less preprocessing as compared to other classification 

algorithms. 

Because of little preprocessing it reduces the human efforts in developing and building its functionality 

CNN have a very different approach to do regularization. It takes hierarchical pattern advantage and aggregate 

patterns of rising complexity using kernel that pulvinate in its filters. 

The Pooling layer of CNN are responsible in reducing the spatial size of the convolved feature. It helps to 

decrease the computational power and helps to extract dominant features, which is rotational and invariantly to the 

position. There are two types of pooling: 1. Average Pooling 2. Max Pooling. We are using Max Pooling in our 

model. Max Pooling also helps in noise suppression, so it is better than average pooling. 

Also, CNN has highest accuracy among all the algorithms that are used in prediction of image classification. 

Our CNN Model 

We have designed a CNN model which will train on our Dens-Dataset and will predict the emotions from the 

document given to it later. We have used Keras-Encoder to encode the textual data, and Keras -Tokenzier to 

divide a text in tokens. The dataset has been distributed in 2:8, 80% for training and 20% Testing. Epochs was set 

to 100. 

CNN Model consists of  

1Embedding Layers  

2 Convo 1D  

3 Global max Pooling 

4 Dropout    

5 Dense 

The architecture is shown in fig 3. We got the accuracy of 24.59 % using this model. 

 

Fig. 3: CNN Model architecture 

Method 4: Recurrent Neural Network 

Recurrent (RNN) was chosen since it will naturally handle texts of variable length, as a result it has already 

shown its efficiency for text classification. It tends to experiment with 2 levels of graininess. Within the 1st 

approach, we tokenise the text and so introduce a concatenation of tokens into the RNN. For predicting emotions, 

a suitable representation of text is obtained by combining words by RNN. Thus, the task of Neural Network is to 

mix the characters into an appropriate illustration and to predict sentiments. Note that the RNN itself must 
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understand that character sequences forms words, since a space isn't handled different from the other character. 

One advantage of the symbolic approach is that it does not need enough pre-processing and normalization. 

When operating with words, Firstly, we have used tokenizer to separate the text into tokens. Next, we have got 

to remove the normalization drawback. Morphological variations that is internal structure of words area unit 

similar enough that we can use an identical token to represent them for instance, because the same token within 

the character settings, of these selections area unit left to the RNN's discretion. Concatenation of words or 

characters area unit 1st mapped into vectors, that is typically referred to as embedding. RNN is good with 

sequential data, because layers it uses it equipped with short term memory. And it uses these layers for accurate 

prediction. In the last is SoftMax layer for multinomial output. 

Method 5: Word2Vec and LSTM 

We applied a integrated method implementing Word2vec and LSTM model. The wiki-news pre-trained vector 

model is used as word embedding. Large-scale corpora can be trained by word2vec and produces word vectors of 

low dimension. It contains Continuous Bag of word and Skip-gram. Then LSTM is fed by trained vectors for 

further classification. 

Architecture:  

(X) Text -> Embedding (W2V pretrained on Wikipedia articles) -> Deep Network (LSTM/GRU) -> Fully 

connected (Dense) -> Output Layer (SoftMax) -> Emotion class (Y) 

Embedding Layer  

Word Embedding is giving homogenous representation to the texts with relatable interpretation. We have used 

word vectors pre-trained on Wikipedia articles having 300 dimensions. We could have used our dataset to train 

w2v model but due the small size of the dataset the efficiency won't match that of the pretrained w2v. 

Deep Network  

The progression of embedding vectors is set as input to Deep network and is then converted into its compact 

representation. All the particulars present in course of words in the text are functionally recorded in compact 

representation. Deep Network section is conventionally an RNN or some forms of it like LSTM/GRU.  

Fully Connected Layer  

The deep representation deriving out of RNN/LSTM/GRU is grabbed by fully connected layer to convert it 

into class scores or concluding output classes. This module includes fully connected layers in addition to batch 

normalization spontaneously dropout layers for normalization. 

Output Layer  

Output layers have SoftMax for both binary and multiclass classification results. 

F1 Score was 30.80% 

6. Results & Discussion 

We have performed emotion classification using Naive Bayes, SVM, CNN, RNN, and word2vec + LSTM 

comparing F1 score of each it is concluded that RNN is performing best among all when trained on DENS dataset. 

We used these parameters configurations for RNN Model:  
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• Embedding dimensions:  5000, 200 

•dropout for embedding: 0.2 

•RNN layer kind: Bidirectional LSTM 

•RNN neurons: 200 (hidden layer) 

•RNN layer bi-directional: Yes 

•RNN dropout of layers: 0.2 

•Dense layer: 8 

•Activation layer: SoftMax. 

The optimizer we have used is RMSProp for RNNs, a batch size of 128 and epoch of 10. Our system 

performed best result and achieved an accuracy of 54.205%.The results of all the models are listed in Table 1. 

Model Micro-f1 Score 

Naive Bayes 32.8 

SVM 33.5 

CNN 24.59 

Word2vec+ LSTM 33.02 

RNN 54.20 

Table 1: F1-score of all classifier models 

7. Conclusion 

In this work we performed sentiment analysis of Email data. We have classified emails from dens dataset eight 

different classes of the Plutchik’s emotion wheel: joy, trust, fear, surprise, sadness, expectation, anger, and 

disgust. machine learning and deep learning techniques like naïve Bayes, SVM, CNN, LSTM and RNN are used 

for classifying email data and we observed RNN gives higher accuracy than all other models. In future we will try 

to improve accuracy by using attention mechanism over RNN.  
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Extracting News from Online Database – News Clustering
based on Content Ranking

Prof.(Dr) S.R.Dhore
Mandeep Singh, Pawan Kumar, Sachin Choudhary

Army Institute of Technology, Pune

Abstract— We present NewsMaster, an approach to
collect, cluster and categorize and select news articles
from Internet.Due to the perception of cheap publishing,
organizations have been producing enormous amount of
content online since the hidden cost of maintenance and
usability has always been neglected. This presents the
opportunity for automatically maintaining crisp and
usable content, especially in news articles. In this paper,
we use machine learning algorithm to extract features
from different classes of content and cluster them under
an umbrella topic. For each cluster, we then go on to
predict popularity of documents using additional features
based on the content only. We conduct our experiments on
different news corpuses. Our study also serves to remove
information redundancy in multiple articles.
Keywords—News, redundancy, content popularity,
machine learning

I. INTRODUCTION
News articles are very dynamic in nature due to
continuously developing nature of the event and
parallel reporting of the same, thus they have a very
short span of life. The ease and low cost of online
content creation and sharing have changed the
traditional rules of competition for public attention.
News sources now concentrate a large portion of
attention on online mediums where they can
disseminate their news effectively and to a large
population. Due to the time-sensitive post aspect and
intense competition for attention in the socially
connected digital platform, accurately estimating the
extent to which a news article will spread on the web
is extremely valuable to journalists, content
providers, advertisers and news recommendation
systems. However, predicting the online popularity
of online news articles is a challenging task. First,
context outside the web is often not readily
accessible and elements such as local and
geographical conditions and various circumstances
that affect the population to make this prediction

extremely difficult. Furthermore, network properties
such as the structure of social networks that are
propagating the news, influence variations among
members and interplay between different sections of
the web add other layers of complexity to this
problem. Most significantly, intuition suggests that
content of an article must play a significant role in its
popularity. Content that resonates with most of
readers such as a major worldwide event can be
expected to garner wide attention while specific
content relevant only to a few may not be as
successful. Content that is up-to-date and highlights
all aspect of that article.
The news data for our study has been collected from
News Aggregator Dataset from Kaggle. To generate
features and classify the articles, we have used
Multinomial Naive Bayes. To remove redundant
information, we perform specific topic-wise
clustering in a certain timeframe. For each cluster,
we analyze the contents of new articles and use those
for prediction of the popularity prior to publishing.
Our work shall also help content writers to remove
irrelevant, outdated, trivial and redundant content.

II. BUSINESS
♦ Content Caching and Traffic
ManagementThere is a hidden cost to publishing
content, the cost to review and maintain the content.
The millions of articles also affect the usability and
maintainability of the site. In the long run, it is
necessary to tackle redundant, outdated and trivial
content which has been cursing the site.
♦ Advertising This work can find its
application in content-based advertisement along-
side news pieces. It will optimize ad-placement
logistics and revenues.
♦ News Aggregation With our current event
driven clusters knowledge base, we predict the
popularity of written articles to be published in that
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domain. It will allow content writer to write more
relevant and less redundant pieces that can make it
different from current flowing articles. We have
been aggregating up-to-date content rich articles
ignoring social backlinks.
♦ Trends Forecasting Since the cache
contains most popular pieces from different news
events, we can show current trends with no

redundancy. This data helps in forecasting future
trends.

III. LITERATURE SURVEY
The work by Martin Weber[1] generates a
comparison between different news sources and
approaches followed by them as in Table 1.

SCOPE APPROACH EXAMPLES

Global
Limited amount of news according to user's region
& timeframe, Newsblaster, Google News, Yahoo
News, Bing News

Newspapers, magazines, news web sites, news
broadcast on TV/radio

Resort Politics / Business / Local / Sports / Feuilleton /
Technology, Entertainment / Music / Leisure.

Weblogs, Rivva, Blogrunner, Sections of
Newsblaster / Google News

Sub-Resort Specialized areas / topics within resorts e.g. Sports
~ Soccer, Technology ~ Apple

Specialized Sites (editorial)
e.g. football365.com, 9to5mac.com

Social Most liked / linked / favorited stories in timeframe Twitter, favstar.fm, Google+, Rivva, zite,
trap.it, Fever, Wavii

Social
(Personal)

Linked / liked / favorited stories from peers (and
evt. outsiders) in social network

Google News (personalized version)
Instapaper, zite, trap.it, Facebook, Twitter

Keyword-
based

Filter streams of news in timeframe according to
fixed keyword(s) / interest(s) or rules

Yahoo Pipes, Google Alerts, Google API,
advanced / custom Google Search

Mashups mix of two or more of the above-mentioned
techniques to filter, aggregate, cluster news

Yahoo Pipes, trap.it, Zite, Rivva, Techmeme
Newsblaster (content summaries)

Table 1.  Classification of news through various media

IV. SOLUTIONFRAMEWORK
Fig 1. Shows high level overview of solution
framework

.
Fig. 1 Solution Framework

A. Preprocessing
We preprocess the data to make processing more
meaningful.
♦ Filtering Removal of markup, punctuation and

special characters from sentences.
♦ Tokenization Splitting of text into individual

units.
♦ Stemming Reduction of words to their base

forms
♦ Stop words Removal Deletion of words that do

not convey any special meaning.
♦ Pruning Removal of words that do appear with

a low frequency throughout the text.
The result of these preprocessing steps is a set of

feature words.
B. Text Understanding
Text understanding consists in reading texts formed
in natural languages, determining the explicit or
implicit meaning of each element such as words,
phrases, sentences and paragraphs, and making
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inferences about the implicit or explicit properties of
these texts.
TF-IDF
To get importance of word in news corpus, we
used tf-idf algorithm. The tf-idf value
increases proportionally to the number of times a
word appears in the document and is offset by the
frequency of the word in the corpus, which helps to
adjust for the fact that some words appear more

frequently in general. tf-idf = (1 + log(tf)) *
log(N/dfw)
Defining,
tf: term frequency (the count of words in headlines)
idf: inverse document frequency
N: number of documents (number of news
headlines)
dfw: document frequency of term (number of
headlines in which word appears)

MODELS
For classification, we created models using deep
learning and machine learning classifiers. We
made a 3-layer deep learning model (Fig 2) and for
machine learning we created classifier using SVM
and Naïve Bayes. We achieved maximum
accuracy of model (0.89) using Naïve Bayes and
with SVM classifier, accuracy achieved is 0.84,
the accuracy of deep learning model was much
lower(0.36). It is due to nature of dataset, deep
learning performs much better on very huge
dataset and the data present for out training is
already classified into categories(business,
medical, entertainment and technology). So, we
are using Naïve Bayes Classifier for this paper.

Fig. 2 Deep ConvNets model illustration for
feature extraction

C. Clustering
In recent years, internet has become a mainstream
medium and offers opportunity for large-scale
production and distribution. With more news than
ever, it has become increasingly difficult to find
relevant news. Regardless which approach is taken
and which services are used, one may be
confronted with multiple news about the same
event within the field of interest. The importance
of a news event creates the need for a regular
detailed coverage and hence, duplicates and
redundant pieces. During high-peak of interest to a
topic, there is no limit to number of duplicates
produced. We need to manually filter and review
the relevant news pieces. Existing approaches like
Weber [1]cluster news pieces based on similarity
of textual content. We intend to use deep learning

feature vectors for clustering news items into
highly specific cluster from a news event.
Clustering algorithm k-means does not work
because it requires number of clusters beforehand.
As the number of clusters will never be fixed, we
use Average-link agglomerative clustering. We
believe that the cluster should be densely
connected to an event and thus, average-link
distance.
D. Popularity Prediction
We are motivated to predict popularity of article
beforehand only from content based features and
store only a plausible set of articles from each
cluster. We intend to generate a score for each of
the articles unlike categorizing them into classes.
Features: The choice of features is motivated by
multiple questions. Does the source agent reach
many readers? Does the language connect with the
reader? Has the article became outdated? Do we
have some information in the news piece or not? Is
the news worthy of a read? These questions helped
us in designing following five features.
♦ Age The date of publication of news given by

the dataset. We remove few recordswith
missing dates.

♦ Text Quality The ratio of size of document
before and after preprocessing.

♦ Source Quality The popularity of source of
the content given by initial number of hits
provided by the source. If missing, we use the
popularity of news agent. This is log-
normalized to account for high range of hits.

♦ Subjectivity This examines whether an article
is written in more emotional, touchy tone,
where it connects with the reader. We make
use of subjectivity classifier from Ling pipe, a
natural language toolkit.

♦ Named Entities We hypothesize that
well-known named entities will cause a further
spread of the article. For instance, articles on
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Narendra Modi are more likely to be popular
among Indian Readers as compared to others. We
make use of Stanford CoreNLP to process named
entities. We rate entities based on their prominence
or past popularity in the media.
E. Experimental Evaluation
A) Dataset:
1) News Headlines of India[7] This dataset

consists of 16 years of categorized headlines
focused on India.

2) News Aggregator Dataset[8] This dataset
consists of headlines and categories of 400k
news stories from 2014.

B) Baseline:
1) News Aggregators We conduct an internal

survey to verify initial results of the pipeline
when compared with different news agents
and aggregators like Google News.

V. OUTPUT
NewsMaster is a web page with the latest
news(last two days), the news of the day is the
lead. Below, cluster of stories are presented. The
news is divided into four categories, i.e. Business,
Entertainment, Medical and Technology. Further
the articles are ranked based on table 2.

Feature Description
Sentiment

Score
Positive articles on top and negative

ones below the list
Age Difference between published date

and today’s date
Source The top source is decided based on

number of visitors on website, e.g.
For technology news, Fig 3

Text Quality The ratio of article data before and
after preprocessing

Named Entities Country a person or location belongs
to

Table 2. Article features

Fig 3. Number of visitors from Feb 2013 to Nov 2015

VI. CONCLUSION
In this paper, we improve the quality of news
cache and recommendations by predicting
popularity of articles prior to publishing. The need
for the same arises from the stiff competition
among different news agencies and aggregators.
To remove redundant information, we make highly
specific clusters of news items. Finally, we predict
the most popular pieces in different clusters to
provide the set of most popular articles, which is
then used for multiple use-cases in content
caching, advertising, forecasting and
recommendation. With an initial survey, we ensure
inceptive results of the pipeline versus different
competitors. Lastly, we compare with different
baselines to ascertain quality of our work.
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